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Figure 1: left: Environment lighting. right) Modulated by Alchemy ambient obscurance, computed from 12 samples per pixel at 1280×720
in 3 ms on GeForce 580. The algorithm is easy to tune, robust, and captures darkening at many scales and orientations.

Abstract

Ambient obscurance (AO) produces perceptually important illumi-
nation effects such as darkened corners, cracks, and wrinkles; prox-
imity darkening; and contact shadows. We present the AO algo-
rithm from the Alchemy engine used at Vicarious Visions in com-
mercial games. It is based on a new derivation of screen-space
obscurance for robustness, and the insight that a falloff function
can cancel terms in a visibility integral to favor efficient operations.
Alchemy creates contact shadows that conform to surfaces, cap-
tures obscurance from geometry of varying scale, and provides four
intuitive appearance parameters: world-space radius and bias, and
aesthetic intensity and contrast.

The algorithm estimates obscurance at a pixel from sample points
read from depth and normal buffers. It processes dynamic scenes
at HD 720p resolution in about 4.5 ms on Xbox 360 and 3 ms on
NVIDIA GeForce580.

CR Categories: I.3.3 [Picture/Image Generation]: Display Al-
gorithms; I.3.7 [Three-Dimensional Graphics and Realism]: Color,
shading, shadowing, and texture

Keywords: ambient occlusion, ambient obscurance, screen space

1 Introduction

Indirect illumination is a significant factor in realistic lighting. Ev-
ery game approximates indirect light sparsely over large distances,
either via precomputation (e.g., [Larsson 2010]; environment maps
and constant ambient are the classic examples) or dynamic gener-
ation (e.g., [Kaplanyan and Dachsbacher 2010; Martin and Einars-
son 2010]). Those sparse methods miss occlusion on the small, sub-
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meter scale. Ambient obscurance (AO) is an illumination term that
corrects the indirect light by scaling it proportional each point’s vis-
ible obscurance on that scale. A point that is locally obscured from
most directions should receive little indirect illumination from dis-
tant objects, while highly accessible points receive most indirect il-
lumination. Obscurance is visually important for object definition,
to provide a sense of scale, and as a spatial cue through contact
shadows and darkening on concave surfaces. It is also computa-
tionally intense to estimate directly from scene geometry–any point
may be obscured from any direction. This is why screen space ap-
proximations, which are independent of the number of polygons,
have proven very attractive in practice.

This paper presents the screen space AO algorithm we developed
for a specific Guitar Hero title and subsequently generalized and
integrated into the cross-platform Alchemy game engine. Figure 1
demonstrates its visual impact. The left image shows a scene with
environment lighting only. The image on the right modulates that
lighting by Alchemy AO, which resolves the fine details and spa-
tial relationships between objects. The algorithm follows from
three insights: Derive a robust estimator from the rendering equa-
tion; provide temporal coherence by making the estimator efficient
enough to evaluate many times per pixel; and achieve that effi-
ciency by shaping the falloff function to cancel expensive opera-
tions. Alchemy addresses the drawbacks of previous screen-space
AO methods, none of which satisfy all of the following require-
ments:

1. Robust: Conform obscurance to affected surfaces (e.g., no
shadows “floating in air” near silhouettes), limit viewer de-
pendence of intensity, and maximize temporal coherence.

2. Multiscale: Capture phenomena at multiple scales: shadowed
deep pits, corner darkening, contact shadows, wrinkles.

3. Artist-control: Provide intuitive parameters with large sweet-
spots and predictable quality.

4. Scalable: Compute in 3-5 ms, from Xbox 360 to Windows
Direct3D 11 hardware by varying quality.

Like all screen-space methods, its limitations are sample variance
(addressed by edge-aware filtering) and under-obscurance due to
unseen occluders behind the depth buffer surface and outside the
field of view. Rendering a guard band about the viewport can re-
duce the latter. We attribute the visual fidelity and robustness of



Alchemy AO compared to phenomenological methods to its radio-
metric derivation, however it is not physically correct. The value of
the algorithm is that it makes practical concessions to artistic and
performance goals.

1.1 Related Work

Screen space Luft et al. [2006] observed that placing blurry
black lines at depth discontinuities in screen space by unsharp
masking increases visual contrast similarly to ambient occlusion.
A line of efficient screen-space AO methods rapidly followed,
some published and some orally presented based on production use.
These developed efficient GPU sampling [Shanmugam and Arikan
2007; Mittring 2007; Kajalin 2009] and reconstruction [Filion and
McNaughton 2008] methods, increasingly physically-based deriva-
tions [Bavoil and Sainz 2009a; Szirmay-Kalos et al. 2010; Loos
and Sloan 2010], and multipass methods for addressing both per-
formance and quality issues [Ritschel et al. 2009; Bavoil and Sainz
2009b]. Our technique builds on all of this work but revisits the
core derivation, which we focus on in section 2. We report experi-
mental results comparing Alchemy to the two most recent methods
in section 3. Briefly, Volumetric Obscurance [Loos and Sloan 2010;
Ownby et al. 2010] estimates occlusion as proportional to the vol-
umetric occlusion of a point, which tends to produce black halos.
Alchemy uses projected solid-angle occlusion, like Horizon-Based
AO [Bavoil and Sainz 2009a], but uses a more efficient sampling
scheme and avoids over-darkening by conservatively assuming that
unseen space is empty, like VO does. The low-level sampling tech-
niques of all methods are based on earlier work done at Crytek [Mit-
tring 2007; Kajalin 2009] and we incorporate filtering and aesthetic
falloff methods from StarCraft II [Filion and McNaughton 2008].

Geometric Computing AO from geometry avoids the viewer-
dependent errors from screen-space approximations, at the cost of
performance for complex scenes.. We briefly describe geometric
methods of interest for real-time rendering, i.e., within a factor of
20× the performance of screen-space methods. See Real Time Ren-
dering [Akenine-Möller et al. 2008] for a broad survey.

Oat and Sander [2007] precomputed an accessible cone about each
texel on a static mesh, which they then applied to dynamic illumi-
nation. Reinbothe et al. [2009] dynamically voxelized polygonal
scenes and sampled occlusion in voxel space. Bunnell [2005] com-
puted occlusion on a GPU in multiple passes with per-vertex proxy
geometry.

Ambient Occlusion Fields [Kontkanen and Laine 2005] are pre-
computed voxel occlusion values relative to a static mesh, which
can be composed between moving rigid objects to estimate AO.
McGuire [2010] and Laine and Karras [2010] extended this idea to
dynamic meshes.

2 Algorithm

We begin by summarizing the key terms and equations governing
indirect illumination. Previous screen space methods approximate
these equations (or their resultant phenomena) in ways that are ex-
tremely efficient but can introduce significant error. We instead re-
tain the full model and observe that the falloff function customarily
chosen for aesthetics can also be selected to eliminate expensive
operations. With this, we are able to retain the full radiometric
model until the screen-space sampling step. That process leads to
a relatively robust solution. We augment the screen-space solution
with parameters for managing buffer precision and artistic goals in
production use.

1. Render an early−Z pass
2. Render the camera−space normal and position buffers
3. Render the ambient obscurance buffer
4. [Render other effects]
5. Cross−bilateral filter obscurance
6. Composite obscurance, texture, and lighting in a forward pass

Listing 1: Rendering system context for obscurance.

Listing 1 describes the AO algorithm in the context of a larger
multi-pass rendering system. Our algorithm comprises obscurance
pass 3 and filtering pass 5. Each of these may be implemented ei-
ther by rendering a full-screen rectangle with a shader that reads
from the position and normal buffers, or as a forward pass over the
scene geometry.

Environment light, shadows, and direct illumination are computed
in pass 6, for forward lighting, or in step 4 for deferred shading.
The final compositing pass uses multisample antialiasing (MSAA)
to apply screen-resolution obscurance with subpixel edge precision.
It gathers obscurance from five pixels in a cross pattern and cross-
bilateral filters them based on camera-space proximity to the sur-
face being shaded. A deferred shading pass may be substituted for
pass 6 at the loss of antialiasing.

2.1 Background

Let the distance-limited radiance function Lx(C, ω̂) denote radi-
ance incident at pointC from a unit direction ω̂, due to points within
the ball of radius x about C. Let the visibility function V (C,P ) be
1 if there is no intersection between the open-ended line segment
CP and the scene, and 0 otherwise. The net incident radiance func-
tion is the sum of near field radiance and far field radiance mod-
ulated by visibility [Arikan et al. 2005; McGuire 2010] for some
given radius r,

L∞(C, ω̂) = Lr(C, ω̂) + V (C,C + rω̂)L∞(C + rω̂, ω̂). (1)

This decomposition is useful for combining estimates of near and
far field illumination from different algorithms. It is common in
real-time rendering to choose radius r less than one meter and sep-
arate the far-field V · L∞ term into shadowed direct illumination
and ambient-occluded environment lighting terms. It is also com-
mon to ignore small-scale global illumination by assuming Lr≈0,
although recent screen-space gathering methods offer more accu-
rate alternatives [Ritschel et al. 2009; Soler et al. 2010].

The ambient occlusion (see [Landis 2002]) of surface point C with
normal n̂ is

AO∗r (C, n̂) = 1−A∗r(C, n̂), (2)

where 0 ≤ A∗r(C, n̂) ≤ 1 is the fractional visibility of the far field
at C [Cook and Torrance 1982]. Function A is visibility weighted
by projected area over the positive hemisphere,

A∗r(C, n̂) =
1

π

∫
Ω

V (C,C + rω̂) ω̂ · n̂ dω̂. (3)

Note that (ω̂ · n̂) in eqn 3 accounts for the solid angle of occluders
projected onto the tangent plane at C. For example, this decreases
the impact of occluders only block incident light at shallow angles,
which is radiometrically correct. Specifically, this is not the pro-
jected area factor that will later be applied to indirect illumination,
so this does not “double count” that factor.

Shadows account for the visibility factor in direct illumination. ob-
scurance is an approximation of shadowing for indirect illumination
that modulates environment light. To transition smoothly between



the near- and far-field illumination models, ambient occlusion is
often extended to ambient obscurance (AO) [Zhukov et al. 1998]
using a falloff function that reduces the influence of occlusion with
distance. The analogous obscured function is

Ar(C, n̂)=1−
∫

Ω

[1−V (C+ω̂min(t(C, ω̂) + ε, r))]·g(t)·(n̂·ω̂) dω̂

(4)
where t is the distance from C to the first scene point encountered
by a ray cast in direction ω̂ and 0 ≤ g(x) ≤ 1 is the aesthetically-
selected falloff function, which commonly obeys g(x) = 0|x≥r and
g(0) = 1. For the remainder of this paper we omit the parameters
of the A function, which are always r, C, and n̂.

2.2 Derivation of the obscurance Estimator

We now derive a robust estimator of obscurance with intuitive pa-
rameters for aesthetic falloff. Our particular falloff function leads
to an extremely efficient implementation.

Let Γ ⊆ Ω be the subset of the hemisphere for which there exists
some distance 0 < t(C, ω̂)< r at which the ray fromC in direction
ω̂ ∈ Γ intersects the scene. That is, Γ is the set of all near-field
occluders projected onto the unit sphere. Because Γ covers all near
occluders, the visibility term from eq. 4 is always zero on it:

V (C, ω̂min (t(C, ω̂) + ε, r)) = 0
∣∣
ω̂∈Γ

. (5)

Changing the integration domain in eq. 4 to Γ gives

A = 1−
∫

Γ

g (t(C, ω̂)) ω̂ · n̂ dω̂. (6)

We choose the falloff function g(t) = u · t ·max(u, t)−2, which re-
sembles the shifted hyperbola that Filion and McNaughton [2008]
reported artistically desirable in StarCraft II (figure 2) and leads to
a remarkable simplification under our geometric construct. Substi-
tute into eq. 6:

A = 1−
∫

Γ

ut(C, ω̂)

max(u, t(C, ω̂))2
ω̂ · n̂ dω̂. (7)

Rewrite this in terms of the vector ~v(ω̂) = ω̂t(C, ω̂) from C to
the occluder (P in figure 3). Because ω̂ = ~v(ω̂)/||~v(ω̂)|| and
t(C, ω̂) = ||~v||,

A = 1− u
∫

Γ

~v(ω̂) · n̂
max (u2, ~v(ω̂) · ~v(ω̂))

dω̂. (8)

Numerically estimate this integral by sampling a set {ω̂i} of s di-
rections uniformly at random, giving:

A ≈ 1− 2πu

s

s∑
i=1

max(0, ~vi · n̂) ·H(r − ||~vi||)
max(u2, ~vi · ~vi)

. (9)

where H(x) is the Heaviside step function.

2.3 Screen-Space Approximation

For practical application, we evaluate our radiometrically-based es-
timator from eq. 9 in screen space by sampling a depth or position
buffer, introduce concessions to finite precision, and extend the re-
sult with aesthetic controls for artists.

We choose each sample in the same manner as Loos and
Sloan [2010]: consider the disk of radius r and center C that is par-
allel to the image plane, select a screen-space point Q′ uniformly
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Figure 2: Plot of falloff g(t)vs. t for Alchemy and StarCraft II AO.
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Figure 3: Geometric construction for Alchemy AO.

at random on its projection, and then read a depth or position buffer
to find the camera-space scene point P = (xP , yP , z(Q

′)) on that
ray. Figure 3 summarizes the process. This selection biases the
samples because a ball about C projects to an ellipse, not a disk.
Like Loos and Sloan, we ignore this source of error because it is
relatively small for a typical field of view up to 70 degrees.

We augment the solution with expressive parameters for intensity
scale (σ) and contrast (k) to allow intentional over- and under-
occlusion, and nominally scale intensity by 1/π so that σ = 1.0
and k = 1.0 produce a useful baseline.

In practice, the falloff constant u in eq. 9 serves only to avoid di-
vision by zero and interferes with setting σ independently, so we
eliminate it from the numerator and replace max(u2, ~vi · ~vi) in the
denominator with ~vi · ~vi + ε. Choose ε large enough to prevent un-
derflow and small enough that corners do not become white from
light leaks. We found that values within two orders of magnitude of
ε = 0.0001 produced indistinguishable results.

Bias distance β is the ambient-obscurance analog of shadow map
bias: increase β to reduce self-shadowing (figure 4), decrease β if
light leaks into corners. We scale it by z (which is negative) to
efficiently compensate for the dot products becoming increasingly
sensitive to error in n̂ at distant points. Our final equation is:

A ≈ max

(
0, 1− 2σ

s
·

s∑
i=1

max(0, ~vi · n̂+ zCβ)

~vi · ~vi + ε

)k

(10)

The parameters are straightforward to adjust because they have in-
tuitive interpretations and reasonable values work for a large range
of scenes. Obscurance has a maximum world-space radius of r and
does not occur between objects closer than β. From there, one tunes
for appearance. Images in this paper use r = 0.5m, σ = 1, k = 1,
and β = 10−4m unless specified (N.B., art directors for our games
prefer to overdarken with higher intensity and contrast than this).



Figure 4: Top view with 8-bit normals and 16-bit positions. The
radius of the large gear is about 0.8 m. Left: Self-occlusion with
β = 0 m. Right: Corrected with β = 10−4 m.

Figure 5: Diminishing sample count with distance. (The horizon-
tal banding arises from interpolated vertex normals under coarse
tessellation–if undesired, it can be eliminated by finer tessellation,
face normals, or per-surface σ values.)

Figure 6: left: Raw obscurance from 12 samples per pixel; right:
after two 13-tap 1D cross-bilateral filter passes.

3 Results

We report results on six scenes with diverse geometry:

Industrial, a giant machine with occlusion at many scales.
Knight character interacting with an environment.
Rocks and Grass nature scene. [Baraka 2010]
Sponza architectural benchmark with long sight-lines. [Meinl 2009]
Orc character head with many organic curves. [3D Hannibal 2008]
Dragon model scanned by Stanford (10 cm tall). [Stanford 1996]

The first two are from our studio to demonstrate application to pro-
duction game assets. The others are publicly available.

Accompanying this paper is a set of video results rendered on a
Windows PC and on Xbox 360 to demonstrate temporal coherence
under camera and character motion. For the PC version, we show
the guard band region on-screen to reveal the loss of obscurance

Figure 7: left: Environment-lit character; right: Alchemy AO en-
hances folds and wrinkles. r = 0.2

within that region. One would normally render a slightly larger
image and crop during blur; this adds about 0.2 ms to the render
time on GeForce 580.

Figure 1 shows obscurance in Industrial at varying scales and orien-
tations. This scene’s sharp concave and convex corners, many lay-
ers, and curves cover many important cases; figure 7 also demon-
strates obscurance for the organic shapes of the Orc model.

The darkening between vertices on the large platform disk in the
lower right of Industrial is undesirable but consistent with the
model. Those are locations where the interpolated vertex nor-
mal indicates a tangent plane that passes beneath the nearby ver-
tices. This can be reduced by computing AO from face- instead of
interpolated-normals, or by increasing the tessellation.

Figure 8 shows that increasing radius r while holding the number
of samples constant increases the range of obscurance phenomena
at the cost of sharpness. The farther-back gears gradually become
darker as the radius grows to capture the influence of higher lay-
ers. Large radii are visually desirable but incur two costs. The first
is that more samples are required to reduce variance. The second
is that performance falls as r increases because samples near C
correspond to position-buffer locations likely to be in cache, while
points distant in screen space are likely not cached. All previous
screen-space ambient occlusion algorithms have this property and
it is widely known in the industry, although rarely reported in the
literature.

Figure 9 shows the corresponding render times on GeForce 580
with 12 samples per pixel. The probability of a cache hit is the-
oretically proportional to r−2, but we observe a more favorable,
nearly-linear slowdown. We attribute this to the interaction of a
small sample count compared to cache line size, and a very flat
parabola. For r > 1.5m in this scene all fetches are cache misses,
so time plateaus.

The banded LOD and increase in performance when the screen-
space projection of r is small mean that the performance of
Alchemy AO increases when viewing a deep scene, or with a wide
field of view. This is precisely the case where other parts of a ren-
dering system tend to lose performance, such as particle systems
and rasterization itself, because more objects and a larger depth
range are visible. This property helps balance the total frame ren-
dering time.

Figure 10 compares Volumetric Obscurance [Loos and Sloan 2010],
the most recent previous work, to Alchemy AO. The top two rows
show the Industrial scene and the bottom row shows the Sponza
scene. We tuned both algorithms for comparable performance: on



Figure 12: left: Environment-lit untextured Rocks and Grass scene; right: With Alchemy AO.

Figure 13: Frames of the dynamic 2 m tall Frog Knight character and moving camera in the Knight scene on Xbox 360, with all lighting
terms and no materials. The rightmost frame shows the obscurance buffer. r = 0.76 m

Xbox 360 GeForce 460 SE
~D3D9 D3D9

Samples/band 3 4 4 3 2
Maximum bands 1 1 3 3 3
Registers 6 vec4 15 scalar 15 scalar 15 scalar 15 scalar
32-bit words/pix IO 28 28 40 31 22
Accessibility time 2.3 ms 0.6 ms 2.0 ms 1.5 ms 1.0 ms
Filter pixel width 11 11 13 13 9
Filter time 2.0 ms 1.6 ms 1.0 ms 1.0 ms 0.7 ms

D3D11 / GL4
GeForce 580 GTX

Table 1: Sample counts to hold worst-case performance constant by varying quality for low, mid, and high-end systems.

a GeForce 460 SE GPU, Volumetric Obscurance computes obscu-
rance in 0.7 ms and Alchemy runs in 0.6 ms. Volumetric Obscu-
rance runs at two resolutions, taking six samples per pixel at each
resolution. Alchemy uses four samples per pixel in this test; it re-
ceives fewer samples because it reads normals and positions instead
of just depth values. Volumetric Obscurance can run at half perfor-
mance with normals to better capture fine detail, but that is redun-
dant with multiple resolutions.

The Alchemy AO on the right of figure 10, exhibits desirable prop-
erties. The top row shows that it conforms to surfaces (b) instead
of shadows “floating in air” near silhouettes (a). This is important
for properly planted pillars and feet. The second row demonstrates
that it is fast and robust enough to operate over a large radius, so oc-
clusion appears from a continuous range of geometric frequencies.
The third row combines these challenging cases over a continuous
distance range.

Figure 11 compares Bavoil’s and Sainz’s [2009a] implementation
of Horizon-based AO (HBAO) to Alchemy AO for the Dragon
scene on GeForce 580. HBAO gives smoother results (a). Alchemy
captures more fine details (b) and more consistent intensity (c) as
the view changes, although both screen-space effects are limited

by view dependence. Note the intense dark shadows under HBAO.
The more conservative Alchemy result arises from adopting Loos’s
and Sloan’s [2010] assumption that unseen space is empty. The
Alchemy result exhibits higher temporal coherence under camera
motion because it operates at screen resolution (see video); HBAO
upsamples substantially and takes 22 ms if run at full resolution to
avoid aliasing.

Figure 12 shows a natural scene with dense clumps of thin grass
blades and large, smooth rocks. The appearance of foliage strongly
depends on ambient occlusion. Alchemy’s high sampling resolu-
tion compared to other screen space methods makes it well suited
to capturing the interaction of many thin objects.

Figure 13 shows frames from the sequence captured on Xbox 360 in
our result video. The animated character deforms under animation
and establishes and breaks contact with the ground during the se-
quence. Unlike methods that process AO at very low resolution and
upsample significantly, Alchemy samples multiple times at each
pixel and distributes samples over space and angle, so it provides
high spatial resolution and a good estimate that are robust to object
and camera motion.



Figure 8: Varying obscurance radius r in the Industrial scene.
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Figure 9: Increasing radius increases the number of texture cache
misses and thus the render time.

Table 1 compares the algorithm across platforms for the view of
Sponza in figure 10, which shows a range of distances but no sky
(since sky pixels are inexpensive). We target 2-4 ms for the to-
tal cost of computing and filtering obscurance. Our algorithm is
bandwidth-limited, so to maintain approximately constant perfor-
mance we reduce the number of samples per pixel on lower-end
hardware, at the cost of higher noise on those platforms. RGB8
costs one four-byte word and RGB16F position or DEPTH32 both
cost two words per fetch due to memory layout, so our total band-
width cost is higher than the number of usable bytes that we read.
In the context of a game, one can exploit this to amortize the cost
of filtering over four effects. For example, one could include soft
shadows, indirect illumination, or noisy stochastic particles in the
unused three channels of an obscurance buffer for simultaneous
blurring. Microsoft’s Pix tool reports that the Xbox 360 implemen-
tation maintains 90% ALU utilization.

4 Discussion

The Alchemy AO algorithm meets a production need for very fast
and plausible ambient occlusion with intuitive aesthetic parameters.
It combines the most effective elements of techniques previously
proven in an industry context by developers at Crytek, Avalanche,
and Blizzard and extends them with a new derivation for increased
performance and robustness. The algorithm is stable under a large
range of parameters and can naturally leverage the performance
ability of a specific target GPU by adjusting the sample count (i.e.,

Volumetric Obscurance Alchemy AO
[Loos and Sloan 2010] [this paper]

Figure 10: Quality comparison to the most recent previous work
at comparable performance. One aspect we especially sought to
improve is that where the pillars in the top row intersect the floor a)
Volumetric Obscurance produces occlusion “floating in air” about
the silhouette; b) Alchemy AO conforms to the ground orientation.

Horizon-based AO Alchemy AO
[Bavoil and Sainz 2009a] [this paper]

Figure 11: Dragon top and side views cropped from 1280×720.
Left: HBAO with all optimizations enabled (8.5 ms). Right:
Alchemy AO (2.6 ms) with r = 0.1.

variance) and sample radius.

We anticipate a future in which GPU performance increases and ge-
ometric methods for light transport become standard for real-time
rendering. However, we also anticipate resolution and geometric
complexity increasing. It is possible that general light-transport
methods will never be practical for capturing the small-scale occlu-
sion modeled by AO–indeed, even offline rendering systems seek
efficient explicit AO approximations (e.g., [Bunnell 2005]). So we
expect that Alchemy AO and methods like it may be useful for some
time to come.

The most direct future work is to estimate local indirect illumina-



tion by sampling a color buffer as well as occlusion at each of the
samples taken by the Alchemy algorithm. Local screen-space spec-
ular reflections work surprisingly well in many games, and there is
active work in screen-space diffuse and glossy reflection. The in-
teraction of multiple surfaces along the light transport path makes
these physically similar to the AO problem and simulating indirect
light presents comparable performance and robustness challenges.
So an algorithm like Alchemy’s is a natural candidate for extension.
However, it remains open whether AO algorithms are generally ex-
tensible to viable estimators of indirect light, in part because the
human perception of aliasing and bias in indirect light may be dif-
ferent than that in shadows.
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