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Section 1 provides more ablation and visual results. Sec-
tion 2 summarizes the details of our network. Section 3
shows the screenshot of the MPI Sintel final pass, KITTI
2012, and KITTI 2015 public tables at the time of submis-
sion (November 15th, 2017). Section 4 shows the learned
features at the first level of the feature pyramid extractor.

1. More Ablation and Visual Results

Figure 1 shows the enlarged images of Figure 1 in
the main manuscript. PWC-Net outperforms all published
methods on the MPI Sintel final pass benchmark in both
accuracy and running time. It also reaches the best balance
between size and accuracy among existing end-to-end CNN
models.

Table 1 shows more ablation results, in particular, the full
results for models trained on FlyingChairs (Table 1a) and
then fine-tuned on FlyingThings3D (Table 1b). To further
test the dilated convolutions, we replace the dilated con-
volutions of the context network with plain convolutions.
Using plain convolutions has worse performance on Chairs
and Sintel, and is slightly better on KITTI. We also have in-
dependent runs of the same PWC-Net that only differ in the
random initialization. As shown in Table 1d, the two inde-
pendent runs lead to models that have close performances,
although not exactly the same.

Figures 2 and 3 provide more visual results by PWC-
Net on the MPI Sintel final pass and KITTI 2015 test sets.
PWC-Net can recover sharp motion boundaries in the pres-
ence of large motion, severe occlusions, and strong shadow
and atmospheric effects. However, PWC-Net tends to pro-
duce errors on objects with thin structures that rarely occur
in the training set, such as the wheels of the bicycle in the
third row of Figure 3.

2. Network Details

Figure 4 shows the architecture for the 7-level feature
pyramid extractor network used in our experiment. Note
that the bottom level consists of the original input images.
Figure 5 shows the optical flow estimator network at pyra-
mid level 2. The optical flow estimator networks at other

levels have the same structure except for the top level, which
does not have the upsampled optical flow and directly com-
putes cost volume using features of the first and second im-
ages. Figure 6 shows the context network that is adopted
only at pyramid level 2.

3. Screenshots of MPI Sintel and KITTI Public
Table

Figures 7-9 respectively show the screenshots of the MPI
Sintel final pass, KITTI 2015, and KITTI 2012 public tables
at the time of submission (November 15th, 2017). Among
all optical flow methods, PWC-Net is ranked 1st on both
MPI Sintel final and KITTI 2015, and 2nd on KITTI 2012.
Note that the 1st-ranked method on KITTI 2012, SDF [1],
assumes a rigidity constraint for the background, which is
well-suited to the static scenes in KITTI 2012. PWC-Net
performs better than SDF on KITTI 2015 that contains dy-
namic objects and is more challenging.

4. Learned Features

Figure 10 shows the learned filters for the first convo-
lution layer by PWC-Net and the feature responses to an
input image. These filters tend to focus on regions of dif-
ferent properties in the input image. After training on Fly-
ingChairs, fine-tuning on FlyingThings3D and Sintel does
not change these filters much.
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Figure 1. Left: PWC-Net outperforms all published methods on the MPI Sintel final pass benchmark in both accuracy and running time.
Right: PWC-Net reaches the best balance between size and accuracy among existing end-to-end CNN models.

Chairs
Sintel Sintel KITTI 2012 KITTI 2015
Clean Final AEPE Fl-all AEPE Fl-all

Full model 2.00 3.33 4.59 5.14 28.67% 13.20 41.79%
No context 2.06 3.09 4.37 4.77 25.35% 12.03 39.21%
No DenseNet 2.23 3.47 4.74 5.63 28.53% 14.02 40.33%
Neither 2.22 3.15 4.49 5.46 28.02% 13.14 40.03%

(a) Trained on FlyingChairs.

Chairs
Sintel Sintel KITTI 2012 KITTI 2015
Clean Final AEPE Fl-all AEPE Fl-all

Full model 2.30 2.55 3.93 4.14 21.38% 10.35 33.67%
No context 2.48 2.82 4.09 4.39 21.91% 10.82 34.44%
No DenseNet 2.54 2.72 4.09 4.91 24.04% 11.52 34.79%
Neither 2.65 2.83 4.24 4.89 24.52% 12.01 35.73%

(b) Fine-tuend on FlyingThings3D after FlyingChairs.

Chairs
Sintel Sintel KITTI 2012 KITTI 2015
Clean Final AEPE Fl-all AEPE Fl-all

Dilated conv 2.00 3.33 4.59 5.14 28.67% 13.20 41.79%
Plain conv 2.03 3.39 4.85 5.29 25.86% 13.17 38.67%

(c) Dilated vs plain convolutions for the context network.

Chairs
Sintel Sintel KITTI 2012 KITTI 2015
Clean Final AEPE Fl-all AEPE Fl-all

Run 1 2.00 3.33 4.59 5.14 28.67% 13.20 41.79%
Run 2 2.00 3.33 4.65 4.81 27.12% 13.10 40.84%

(d) Two independent runs result in slightly different models.

Table 1. More ablation experiments. Unless explicitly stated, the models have been trained on the FlyingChairs dataset.
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Figure 2. More PWC-Net results on the MPI Sintel final pass dataset.
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Figure 3. More PWC-Net results on KITTI 2015 test set. PWC-Net can recover sharp motion boundaries despite large motion, strong
shadows, and severe occlusions. Thin structures, such as the bicycle, are challenging to PWC-Net, probably because the training set has
no training samples of bicycles.



Figure 4. The feature pyramid extractor network. The first image
(t= 1) and the second image (t= 2) are encoded using the same
Siamese network. Each convolution is followed by a leaky ReLU
unit. The convolutional layer and the ×2 downsampling layer at
each level is implemented using a single convolutional layer with
a stride of 2. clt denotes extracted features of image t at level l;

Figure 5. The optical flow estimator network at pyramid level 2.
Each convolutional layer is followed by a leaky ReLU unit except
the last (light green) one that outputs the optical flow.

Figure 6. The context network at pyramid level 2. Each convolu-
tional layer is followed by a leaky ReLU unit except the last (light
green) one that outputs the optical flow. The last number in each
convolutional layer denotes the dilation constant.



Figure 7. Screenshot of the MPI Sintel final pass public table. PWC-Net has the lowest average end-point error (EPE) among all evaluated
methods as of November 15th, 2017.

Figure 8. Screenshot of the KITTI 2015 public table. PWC-Net has the lowest percentage of error (Fl-all) among all optical flow methods,
only inferior to scene flow methods that use additional stereo input information.



Figure 9. Screenshot of the KITTI 2012 public table. SDF [1] is the only optical flow method that has lower percentage of outliers in
non-occluded regions (Out-Noc) than PWC-Net. However, SDF assumes a rigidity constraint for the background, which is well-suited for
the static scenes in the KITTI 2012 set.



(a) Learned filters (b) Input

(c) Feature responses
Figure 10. Learned filters at the first convolutional layer of PWC-Net and the filter responses to an input image.


