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Fig. 1. Our method GAIA generates animation-ready Gaussian avatars. GAIA supports photorealistic novel view synthesis and individual control of identity
and expression. With efficient generation and rendering, GAIA is readily available for interactive animation and editing.

3D generative models of faces trained on in-the-wild image collections have

improved greatly in recent times, offering better visual fidelity and view

consistency. Making such generative models animatable is a hard yet re-

warding task, with applications in virtual AI agents, character animation,

and telepresence. However, it is not trivial to learn a well-behaved animation

model with the generative setting, as the learned latent space aims to best

capture the data distribution, often omitting details such as dynamic appear-

ance and entangling animation with other factors that affect controllability.

We present GAIA: Generative Animatable Interactive Avatars, which is

able to generate high-fidelity 3D head avatars for both realistic animation

and rendering. To achieve consistency during animation, we learn to gen-

erate Gaussians embedded in an underlying morphable model for human

heads via a shared UV parameterization. For modeling realistic animation,

we further design the generator to learn expression-conditioned details for

both geometric deformation and dynamic appearance. Finally, facing an

inevitable entanglement problem between facial identity and expression, we

propose a novel two-branch architecture that encourages the generator to

disentangle identity and expression. On existing benchmarks, GAIA achieves
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state-of-the-art performance in visual quality as well as realistic animation.

The generated Gaussian-based avatar supports highly efficient animation

and rendering, making it readily available for interactive animation and

appearance editing.
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1 INTRODUCTION
Generating photo-real animatable 3D faces is a crucial component

in the modeling of humans with widespread applications in content

creation, 3D video conferencing, and telepresence. It is non-trivial

to create and animate 3D faces with realistic appearance using tradi-

tional graphics pipelines [Alexander et al. 2009; Deng and Noh 2008],

as it often requires specialized artistic skill, manual adjustment of

geometry and textures and highly curated multi-view reference

data [Kirschstein et al. 2023; Saito et al. 2024]. Recent 3D-aware

generative models (e.g., 3D GANs) that learn 3D faces from large

diverse in-the-wild collections of 2D images are promising towards
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improving photorealism [Chan et al. 2022] and, recently, 3D con-

sistency [Kirschstein et al. 2024; Trevithick et al. 2024]. They also

reduce the need for costly specialized data collection and provide

improved generalization to in-the-wild operating conditions.

While 3D-aware GANs are paving the way towards fast uncondi-

tional or sparse-view conditioned [Trevithick et al. 2023] generation

of highly photo-real 3D digital human faces, most solutions only

allow for explicit control over the subject’s identity (appearance and

shape) through user-provided inputs. However, controlling facial

expressions independently from identity remains largely unsolved.

In this work, we address this fundamental challenge of conferring

3D-aware GANs for facial synthesis with the ability to explicitly and

independently control both the subject’s identity and expressions

via intuitive user-provided controls, in other words, of creating

animatable 3D-aware generative models for faces.

A few prior works [Bergman et al. 2022; Hong et al. 2022; Sun et al.

2023; Wu et al. 2022] have attempted to solve this problem. However,

all employ either neural radiance fields (NeRF) [Mildenhall et al.

2021] or their efficient triplane representation [Chan et al. 2022]

to model and animate faces. These scene representations while

powerful at achieving photorealism, learn deformations implicitly

and therefore do not allow precise and intuitive control of the face.

Furthermore, their NeRF-based renderer is slow and hence requires

upsampling of the low-resolution rendered images, compromising

3D consistency especially for details such as hair and wrinkles.

Several previous works [Chen et al. 2024; Deng et al. 2024b,a;

Hong et al. 2022; Qian et al. 2024; Xu et al. 2024] achieve high qual-

ity avatar reconstruction and reenactment utilizing a reconstruction

loss from multi-view or monocular videos. However, learning an-

imatable 3D-aware GANs for faces from unstructured 2D image

collections is a more challenging problem due to weaker supervi-

sion signals provided by the adversarial loss. 3D generative models

typically learn a latent space that is representative of the training

dataset. Walking on such a latent space results in images that encode

not only different identities, but also illumination conditions, acces-

sories, expressions and other deformations of the face, resulting in

significant entanglement between these various factors. However,

in tasks such as character animation, facial expressions often need

to vary over time while other extraneous factors such as identity

and illumination conditions should remain fixed. Hence, to achieve

such controlled generation with 3D GANs, one must disentangle

facial expression-related factors from the latent space. Additionally,

it is well established in traditional computer graphics that modeling

high-quality detailed animation such as wrinkles requires the mod-

eling of dynamic textures conditioned on the character’s animation

state [Gotardo et al. 2018]. Yet, this fact is overlooked in current

3D-aware generative models for faces.

To address these challenges, we presentGAIA:GenerativeAnima-

table Interactive Avatar for high-fidelity 3D head avatar generation

with controllable realistic animation and fast rendering. We identify

that using an expressive morphable parametric model (FLAME) [Li

et al. 2017] with its inbuilt explicit expression-controlled defor-

mation, provides a strong and intuitive prior for modeling facial

expressions. Hence in GAIA, we generate Gaussians, via an effi-

cient StyleGAN architecture, that are embedded on an underlying

FLAME model for human heads via a shared UV parametrization.

We explicitly offset the Gaussian primitives [Kerbl et al. 2023] with

FLAME-parameterized expression deformations to model facial ex-

pressions. The adoption of Gaussian splatting further improves

fine-detail generation (such as hair), and view consistency of faces

along with rendering speed. However, coarse deformations applied

via FLAME only model deformations of the facial region. To model

fine-grained high-fidelity animation for the entire head, inspired by

traditional computer graphics, we further design our generator to

learn expression-conditioned details for both geometric deformation

and dynamic appearance by explicitly conditioning it on expres-

sion, besides identity and viewpoint. While this approach faithfully

models the appearance of the training distribution, it invariably

entangles identity and expression controls during generation. We

disentangle them in two steps: (a) similar to the pose-conditioned

discriminator introduced in EG3D [Chan et al. 2022], we adopt a dual

discriminator that is expression and shape conditioned, and (b) we

adopt a two-branch architecture to separately learn to apply identity

and expression related residuals, trained with a multi-stage training

procedure and regularization strategies. On various benchmarks,

GAIA achieves state-of-the-art performance in visual quality as well

as realistic animation, while maintaining 3D viewpoint consistency.

The generated Gaussian-based avatars support highly efficient ani-

mation and rendering at interactive speed.

The contributions of this paper are as follows:

• We propose GAIA, an animatable 3D-aware generative model

for high-fidelity 3D head avatar generation with controllable

realistic animation and fast rendering.

• We achieve this goal by an expression-conditioned generation ar-

chitecture that disentangles expression and identity controls and

generates animatable Gaussians through the UV parametrization

and joint articulations from a FLAME morphable model.

• We achieve state-of-the-art performance in visual quality as well

as realistic animation and build a real-time interactive application

demonstrating controllable character animation.

• We release our source code at https://research.nvidia.com/labs/

amri/projects/gaia/.

2 RELATED WORK
In this section, we discuss related research on 3D generative adver-

sarial networks and their applications to animating human avatars.

2.1 3D Generative Adversarial Networks
3D Generative Adversarial Networks (GANs) allow the learning

of implicit or explicit 3D representations from unstructured col-

lections of 2D images. Early works in 3D GANs defined implicit

voxel-based representations and CNN-based neural renderers [Hen-

zler et al. 2019; Nguyen-Phuoc et al. 2019, 2020; Niemeyer and Geiger

2021; Xue et al. 2022]. Neural Radiance Fields (NeRF) [Mildenhall

et al. 2021] and its differentiable volume rendering method im-

proved 3D consistency and photo-realism in later works, but with

increased computational costs [Bergman et al. 2022; Cai et al. 2022;

Chan et al. 2021; Deng et al. 2022; Gu et al. 2022; Schwarz et al.

2020]. The triplane representation was proposed in [Chan et al.

2022] to reduce computational complexity. Still, its super-resolution

post-processing step resulted in inconsistent details which were
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improved by training at higher-resolutions via patch-based discrimi-

nation [Skorokhodov et al. 2022; Xiang et al. 2023], distillation [Chen

et al. 2023], and learnable ray sampling [Trevithick et al. 2024].

The introduction of 3D Gaussian Splatting (3DGS) [Kerbl et al.

2023] allowed fast and high-resolution rendering via a collection

of explicit Gaussian primitives and a differentiable rasterization

method. The explicit nature of 3DGS allows for higher multi-view

consistency and association with known 3D geometries as demon-

strated in GSM [Abdal et al. 2024] and GGHead [Kirschstein et al.

2024]. While GSM allowed human pose articulation using the un-

derlying SMPL model [Loper et al. 2023], GGHead used the FLAME

model [Li et al. 2017] only as a static template mesh, without the

possibility to independently control the identity and expression of

the face. In contrast, GAIA’s expression-conditioned GAN approach

captures fine details such as wrinkles with 3D consistency and also

allows precise independent control of expressions, gaze and pose.

2.2 Neural Animatable Human Avatars
While 3D GANs can learn to capture 3D understanding from 2D im-

ages, it is challenging to simultaneously learn a method that allows

faithful animation. Such animation capabilities are important for

human avatars, as evidenced by the introduction of diverse models

for controlling the shape and texture of the human face or body,

such as morphable models (3DMM) [Blanz and Vetter 1999; Dai

et al. 2020; Li et al. 2017; Loper et al. 2023; Ploumpis et al. 2020].

Early neural face animation works used 3DMMs [Thies et al. 2016]

or keypoints [Wang et al. 2021; Zakharov et al. 2019] for driving

face deformation. More recent works adopted the triplane repre-

sentation and used a 3DMM [Chu and Harada 2024; Li et al. 2024],

semantic maps [Sun et al. 2022], or implicitly learned representa-

tions [Deng et al. 2024b,a; Hong et al. 2022; Tran et al. 2024] to

transfer facial expressions from one image to another while exhibit-

ing good 3D consistency. Works such as Gaussian Head Avatars [Xu

et al. 2024] and MonoGaussianAvatar [Chen et al. 2024] combined

3DMMs with Gaussian Splatting for improved visual fidelity and

view consistency. Unlike 3D GANs, these methods were trained

with precise ground-truth and image reconstruction losses. Several

3D GAN works for body articulation and animation have been pro-

posed [Abdal et al. 2024; Hong et al. 2023; Noguchi et al. 2022], but

few works have addressed the task of training an animatable 3D

GAN for faces [Bergman et al. 2022; Sun et al. 2023; Wu et al. 2022].

Most related to our work is Next3D [Sun et al. 2023], which

incorporates a 3DMM with neural textures. Next3D follows the

design of EG3D [Chan et al. 2022] and adopts a super-resolution

post-processing step, resulting in a lack of details such as wrinkles

and low 3D consistency in the renderings. The architecture built on

top of implicit representations makes it tricky to achieve fine-level

animation control or efficient inference. In contrast, our approach

GAIA takes advantage of the coarse yet reliable expression model

from FLAME [Li et al. 2017], and learns to generate expressive

dynamic details on top of it with expression-conditioned Gaussians

and achieves photorealistic rendering, expressive animation, eye

control, high 3D consistency as well as interactive rendering speeds.

3 METHOD
We illustrate an overview of our method, GAIA, in Fig. 2. GAIA is

able to generate high-fidelity animation-ready head avatars. The key

to achieving high-quality animation control is to properly decom-

pose the generation procedure into a structure that is compatible

with the animation process, i.e., factorizing control variables such

as identity and expressions. Towards this goal, we first introduce

an expression-conditioned Gaussian generation architecture, which

disentangles identity and expression variations by two separate

branches (Sec. 3.2). To animate the generated 3D Gaussians, we

adopt a generalized skinning formulation (Sec. 3.3). We then pro-

pose strategies to effectively regularize the generated 3D Gaussians

(Sec. 3.4) and a multi-stage adversarial training scheme to effectively

train the generators on in-the-wild image datasets (Sec. 3.5).

3.1 Background
3.1.1 Gaussian Splatting. [Kerbl et al. 2023] proposed 3D Gauss-

ian Splatting (3DGS), which models a 3D scene by a collection

of Gaussian primitives. Each Gaussian g𝑖 contains five attributes:
g𝑖 = {p𝑖 , s𝑖 , q𝑖 , 𝑜𝑖 , c𝑖 }, including the position of the Gaussian p𝑖 ∈ R3

,

scale vector s𝑖 ∈ R3
, quaternion vector q𝑖 ∈ R4

, opacity 𝑜𝑖 ∈ [0, 1]
and spherical harmonic coefficients c𝑖 for view-dependent appear-
ance. Given all the Gaussians of the scene G = {g𝑖 } and camera

parameters 𝝅 , 3DGS utilizes an efficient tile-based rasterizer R to

render the 3D representation to an image,

I = R(G, 𝝅). (1)

3.1.2 Head Morphable Models. FLAME [Li et al. 2017] is a differ-

entiable function F that produces 𝑁 = 5023 deformed vertices

V ∈ R𝑁×3
given control variables shape 𝜷 , expression 𝝍 and pose

𝜽 , i.e., V = F (𝜷, 𝝍, 𝜽 ). The shape parameter 𝜷 ∈ R300
captures the

diversity of identity shapes. The expression parameter 𝝍 ∈ R100

controls the facial expression. FLAME further models the surface

deformation due to bone activation of a human head, with pose

parameters 𝜽 ∈ R3𝐾
being 𝐾 = 5 joint rotations (in axis angles) for

the root joint, neck, jaw and the two eyeballs. The pose changes

manifest by applying a Linear Blend Skinning (LBS) function S on

the pre-skinning template vertices V𝑇 ,

V = S(V𝑇 , J, 𝜽 ,W), (2)

where J ∈ R𝐾×3
are the activated 3D joint locations andW is the

blendweight matrix that models the influence of each joint on all

vertices. The pre-skinning vertices V𝑇 are computed by applying a

combination of linear components on the template mesh vertices V̄,

V𝑇 = V̄ + B𝑠𝜷 + B𝑒𝝍 + B𝑝 𝑓 (𝜽 ), (3)

where B∗ are linear base tensors for shape (s), expression (e) as

well as pose correctives (p) to prevent LBS artifacts. The linear

coefficients for pose correctives are a transformed version of pose

parameters 𝜽 . Please refer to [Li et al. 2017] for further details.

3.2 Expression-conditioned Gaussian Generation
3.2.1 UV-based Gaussian Attributes. To achieve photorealistic gen-

eration, we choose 3D Gaussians [Kerbl et al. 2023] as our repre-

sentation. However, as a point-based representation, Gaussians are
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<latexit sha1_base64="64dsuspBYZgmsSkMIImoUa7YMOQ=">AAAB+nicbVDLSsNAFJ3UV62vVJduBovgqiQi1WXFjcsK9gFtKDfTSTt0MgkzE6XEfIobF4q49Uvc+TdO2iy09cDA4Zx7uWeOH3OmtON8W6W19Y3NrfJ2ZWd3b//Arh52VJRIQtsk4pHs+aAoZ4K2NdOc9mJJIfQ57frTm9zvPlCpWCTu9SymXghjwQJGQBtpaFcHPsh0EIKeEODpdZYN7ZpTd+bAq8QtSA0VaA3tr8EoIklIhSYclOq7Tqy9FKRmhNOsMkgUjYFMYUz7hgoIqfLSefQMnxplhINImic0nqu/N1IIlZqFvpnMM6plLxf/8/qJDq68lIk40VSQxaEg4VhHOO8Bj5ikRPOZIUAkM1kxmYAEok1bFVOCu/zlVdI5r7uNeuPuotZsFHWU0TE6QWfIRZeoiW5RC7URQY/oGb2iN+vJerHerY/FaMkqdo7QH1ifP77dlEw=</latexit>

Ā

Attribute Offsets
<latexit sha1_base64="QUrAGvZbgZznd25SkDplYsOykjo=">AAAB+nicbVDLSsNAFJ3UV62vVJduBovgqiQi1WXFjcsK9gFtKDeTSTt0MgkzE6XEfoobF4q49Uvc+TdO2iy09cDA4Zx7uWeOn3CmtON8W6W19Y3NrfJ2ZWd3b//Arh52VJxKQtsk5rHs+aAoZ4K2NdOc9hJJIfI57fqTm9zvPlCpWCzu9TShXgQjwUJGQBtpaFcHAeUaBhHoMQGeXc+Gds2pO3PgVeIWpIYKtIb21yCISRpRoQkHpfquk2gvA6kZ4XRWGaSKJkAmMKJ9QwVEVHnZPPoMnxolwGEszRMaz9XfGxlESk0j30zmEdWyl4v/ef1Uh1dexkSSairI4lCYcqxjnPeAAyYp0XxqCBDJTFZMxiCBaNNWxZTgLn95lXTO626j3ri7qDUbRR1ldIxO0Bly0SVqolvUQm1E0CN6Rq/ozXqyXqx362MxWrKKnSP0B9bnD4lBlCk=</latexit>

ωA

Attribute
<latexit sha1_base64="zVfVC2YfkSggie/G48owkGhaYcs=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRKR6rLixmUF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy0emDgcM69zLknTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt5ChYL9GMxKFg3XB6m/vdR6YNV/IBZwkLYjKWPOKUoJX6g5jghBKR3cyH1ZpX9xZw/xK/IDUo0BpWPwcjRdOYSaSCGNP3vQSDjGjkVLB5ZZAalhA6JWPWt1SSmJkgW0Seu2dWGbmR0vZJdBfqz42MxMbM4tBO5hHNqpeL/3n9FKPrIOMySZFJuvwoSoWLys3vd0dcM4piZgmhmtusLp0QTSjaliq2BH/15L+kc1H3G/XG/WWt2SjqKMMJnMI5+HAFTbiDFrSBgoIneIFXB51n5815X46WnGLnGH7B+fgGcESRVg==</latexit>A

3D
Lifting

FLAME

<latexit sha1_base64="P0dSW21phwqD6SnEpDxevWtIy5Q=">AAAB/3icbVDNS8MwHE39nPWrKnjxEhzCvIxWZHocePE4wX3AWkaapltYmpQkFUbdwX/FiwdFvPpvePO/Md160M0HIY/3fj/y8sKUUaVd99taWV1b39isbNnbO7t7+87BYUeJTGLSxoIJ2QuRIoxy0tZUM9JLJUFJyEg3HN8UfveBSEUFv9eTlAQJGnIaU4y0kQbOcc32Q8EiNUnMlfsh0Whqnw+cqlt3Z4DLxCtJFZRoDZwvPxI4SwjXmCGl+p6b6iBHUlPMyNT2M0VShMdoSPqGcpQQFeSz/FN4ZpQIxkKawzWcqb83cpSoIqCZTJAeqUWvEP/z+pmOr4Oc8jTThOP5Q3HGoBawKANGVBKs2cQQhCU1WSEeIYmwNpXZpgRv8cvLpHNR9xr1xt1ltdko66iAE3AKasADV6AJbkELtAEGj+AZvII368l6sd6tj/noilXuHIE/sD5/AAADlW4=</latexit>

(ω)
<latexit sha1_base64="OpE/Gu/TEVGDHmKTHLZuHN2qeYc=">AAAB+nicbVBPS8MwHP11/pvzX6dHL8UheBqtyPQ48OJxgtuEtYw0TbewNClJqoy6j+LFgyJe/STe/DamWw+6+SDk8d7vR15emDKqtOt+W5W19Y3Nrep2bWd3b//Arh/2lMgkJl0smJD3IVKEUU66mmpG7lNJUBIy0g8n14XffyBSUcHv9DQlQYJGnMYUI22koV33Q8EiNU3MlfuporOh3XCb7hzOKvFK0oASnaH95UcCZwnhGjOk1MBzUx3kSGqKGZnV/EyRFOEJGpGBoRwlRAX5PPrMOTVK5MRCmsO1M1d/b+QoUUU6M5kgPVbLXiH+5w0yHV8FOeVppgnHi4fijDlaOEUPTkQlwZpNDUFYUpPVwWMkEdamrZopwVv+8irpnTe9VrN1e9Fot8o6qnAMJ3AGHlxCG26gA13A8AjP8Apv1pP1Yr1bH4vRilXuHMEfWJ8/GeOUhw==</latexit>

ω
<latexit sha1_base64="hxwrBH73PXbpk8RXRqV1d5wyU5A=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi1WXBjcsK9gFNKJPJpB06mYSZGyGE+ituXCji1g9x5984bbPQ1gPDHM65lzlzglRwDY7zbVU2Nre2d6q7tb39g8Mj+/ikp5NMUdaliUjUICCaCS5ZFzgINkgVI3EgWD+Y3s79/iNTmifyAfKU+TEZSx5xSsBII7vuBYkIdR6bq/BgwoDMRnbDaToL4HXilqSBSnRG9pcXJjSLmQQqiNZD10nBL4gCTgWb1bxMs5TQKRmzoaGSxEz7xSL8DJ8bJcRRosyRgBfq742CxHqez0zGBCZ61ZuL/3nDDKIbv+AyzYBJunwoygSGBM+bwCFXjILIDSFUcZMV0wlRhILpq2ZKcFe/vE56l0231WzdXzXarbKOKjpFZ+gCuegatdEd6qAuoihHz+gVvVlP1ov1bn0sRytWuVNHf2B9/gCk85Vl</latexit>

ω

Animated 
Gaussian 

Avatar

Discriminator
<latexit sha1_base64="Jc4v0xGuO8WxI36l7suh1tSqpuQ=">AAAB+HicbVBNS8NAFHypX7V+NOrRy2IRPJVEpHos6MFjBVsLbQib7aZdutmE3Y1QQ36JFw+KePWnePPfuGlz0NaBhWHmPd7sBAlnSjvOt1VZW9/Y3Kpu13Z29/br9sFhT8WpJLRLYh7LfoAV5UzQrmaa034iKY4CTh+C6XXhPzxSqVgs7vUsoV6Ex4KFjGBtJN+uDyOsJwTz7Cb3M5X7dsNpOnOgVeKWpAElOr79NRzFJI2o0IRjpQauk2gvw1IzwmleG6aKJphM8ZgODBU4osrL5sFzdGqUEQpjaZ7QaK7+3shwpNQsCsxkEVMte4X4nzdIdXjlZUwkqaaCLA6FKUc6RkULaMQkJZrPDMFEMpMVkQmWmGjTVc2U4C5/eZX0zptuq9m6u2i0W2UdVTiGEzgDFy6hDbfQgS4QSOEZXuHNerJerHfrYzFascqdI/gD6/MHSyaTfA==</latexit>Ds

Discriminator
<latexit sha1_base64="Q7vUpFcWDnLV7JO/bR8G+x6DHdM=">AAAB+HicbVBNS8NAFNzUr1o/GvXoZbEInkoiUj0W9OCxgq2FNoTN9qVdutmE3Y1QQ36JFw+KePWnePPfuGlz0NaBhWHmPd7sBAlnSjvOt1VZW9/Y3Kpu13Z29/br9sFhT8WppNClMY9lPyAKOBPQ1Uxz6CcSSBRweAim14X/8AhSsVjc61kCXkTGgoWMEm0k364PI6InlPDsJvczyH274TSdOfAqcUvSQCU6vv01HMU0jUBoyolSA9dJtJcRqRnlkNeGqYKE0CkZw8BQQSJQXjYPnuNTo4xwGEvzhMZz9fdGRiKlZlFgJouYatkrxP+8QarDKy9jIkk1CLo4FKYc6xgXLeARk0A1nxlCqGQmK6YTIgnVpquaKcFd/vIq6Z033VazdXfRaLfKOqroGJ2gM+SiS9RGt6iDuoiiFD2jV/RmPVkv1rv1sRitWOXOEfoD6/MHNeCTbg==</latexit>De

Image

Real?

Real?

<latexit sha1_base64="nK0/Fhmqmo+j162359o+bFrYrrw=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJcFN7qrYB/YlpJJ77ShmcyQZIQy9C/cuFDErX/jzr8x085CWw8EDufcS849fiy4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS0eJYthkkYhUx6caBZfYNNwI7MQKaegLbPuTm8xvP6HSPJIPZhpjP6QjyQPOqLHSYy+kZuwH6d1sUK64VXcOskq8nFQgR2NQ/uoNI5aEKA0TVOuu58amn1JlOBM4K/USjTFlEzrCrqWShqj76TzxjJxZZUiCSNknDZmrvzdSGmo9DX07mSXUy14m/ud1ExNc91Mu48SgZIuPgkQQE5HsfDLkCpkRU0soU9xmJWxMFWXGllSyJXjLJ6+S1kXVq1Vr95eVei2vowgncArn4MEV1OEWGtAEBhKe4RXeHO28OO/Ox2K04OQ7x/AHzucPtcSQ7A==</latexit>

I

§3.2 Expression-conditioned
Gaussian Generation §3.3 Animatable Gaussian Avatar §3.4 Regularization & §3.5 Multi-stage Adversarial Training 

<latexit sha1_base64="/N6yb8kS2K8JfgKoZR+J/VL1EXs=">AAAB+XicbVDNSgMxGPy2/tX6t+rRS7AInsquSPVY8OKxgq2F7lKy2Wwbmk2WJFsoS9/EiwdFvPom3nwb03YP2joQMsx8H5lMlHGmjed9O5WNza3tnepubW//4PDIPT7papkrQjtEcql6EdaUM0E7hhlOe5miOI04fYrGd3P/aUKVZlI8mmlGwxQPBUsYwcZKA9cNIsljPU3tVQQZmw3cutfwFkDrxC9JHUq0B+5XEEuSp1QYwrHWfd/LTFhgZRjhdFYLck0zTMZ4SPuWCpxSHRaL5DN0YZUYJVLZIwxaqL83CpzqeTg7mWIz0qveXPzP6+cmuQ0LJrLcUEGWDyU5R0aieQ0oZooSw6eWYKKYzYrICCtMjC2rZkvwV7+8TrpXDb/ZaD5c11vNso4qnME5XIIPN9CCe2hDBwhM4Ble4c0pnBfn3flYjlaccucU/sD5/AE/p5QK</latexit>ω

<latexit sha1_base64="OpE/Gu/TEVGDHmKTHLZuHN2qeYc=">AAAB+nicbVBPS8MwHP11/pvzX6dHL8UheBqtyPQ48OJxgtuEtYw0TbewNClJqoy6j+LFgyJe/STe/DamWw+6+SDk8d7vR15emDKqtOt+W5W19Y3Nrep2bWd3b//Arh/2lMgkJl0smJD3IVKEUU66mmpG7lNJUBIy0g8n14XffyBSUcHv9DQlQYJGnMYUI22koV33Q8EiNU3MlfuporOh3XCb7hzOKvFK0oASnaH95UcCZwnhGjOk1MBzUx3kSGqKGZnV/EyRFOEJGpGBoRwlRAX5PPrMOTVK5MRCmsO1M1d/b+QoUUU6M5kgPVbLXiH+5w0yHV8FOeVppgnHi4fijDlaOEUPTkQlwZpNDUFYUpPVwWMkEdamrZopwVv+8irpnTe9VrN1e9Fot8o6qnAMJ3AGHlxCG26gA13A8AjP8Apv1pP1Yr1bH4vRilXuHMEfWJ8/GeOUhw==</latexit>

ω <latexit sha1_base64="/N6yb8kS2K8JfgKoZR+J/VL1EXs=">AAAB+XicbVDNSgMxGPy2/tX6t+rRS7AInsquSPVY8OKxgq2F7lKy2Wwbmk2WJFsoS9/EiwdFvPom3nwb03YP2joQMsx8H5lMlHGmjed9O5WNza3tnepubW//4PDIPT7papkrQjtEcql6EdaUM0E7hhlOe5miOI04fYrGd3P/aUKVZlI8mmlGwxQPBUsYwcZKA9cNIsljPU3tVQQZmw3cutfwFkDrxC9JHUq0B+5XEEuSp1QYwrHWfd/LTFhgZRjhdFYLck0zTMZ4SPuWCpxSHRaL5DN0YZUYJVLZIwxaqL83CpzqeTg7mWIz0qveXPzP6+cmuQ0LJrLcUEGWDyU5R0aieQ0oZooSw6eWYKKYzYrICCtMjC2rZkvwV7+8TrpXDb/ZaD5c11vNso4qnME5XIIPN9CCe2hDBwhM4Ble4c0pnBfn3flYjlaccucU/sD5/AE/p5QK</latexit>ω

<latexit sha1_base64="2mQkmQYF2oXC73YIlxCzgQQtt0s=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclRmR6rLgxmWFvqAdSybNtKGZZEgyShnmP9y4UMSt/+LOvzHTzkJbDwQO59zLPTlBzJk2rvvtrK1vbG5tl3bKu3v7B4eVo+OOlokitE0kl6oXYE05E7RtmOG0FyuKo4DTbjC9zf3uI1WaSdEys5j6ER4LFjKCjZUeBhE2kyBMO9kwbWXDStWtuXOgVeIVpAoFmsPK12AkSRJRYQjHWvc9NzZ+ipVhhNOsPEg0jTGZ4jHtWypwRLWfzlNn6NwqIxRKZZ8waK7+3khxpPUsCuxknlIve7n4n9dPTHjjp0zEiaGCLA6FCUdGorwCNGKKEsNnlmCimM2KyAQrTIwtqmxL8Ja/vEo6lzWvXqvfX1Ub9aKOEpzCGVyAB9fQgDtoQhsIKHiGV3hznpwX5935WIyuOcXOCfyB8/kD95mSzA==</latexit>

VT
<latexit sha1_base64="txIgENg+PHtXZEwQ3GDg26fAa8g=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIVJcFN+Kqgn1gW0omvdOGZjJDkhHK0L9w40IRt/6NO//GTDsLbT0QOJxzLzn3+LHg2rjut1NYW9/Y3Cpul3Z29/YPyodHLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1PbjK//YRK80g+mGmM/ZCOJA84o8ZKj72QmrEfpHezQbniVt05yCrxclKBHI1B+as3jFgSojRMUK27nhubfkqV4UzgrNRLNMaUTegIu5ZKGqLup/PEM3JmlSEJImWfNGSu/t5Iaaj1NPTtZJZQL3uZ+J/XTUxw3U+5jBODki0+ChJBTESy88mQK2RGTC2hTHGblbAxVZQZW1LJluAtn7xKWhdVr1at3V9W6rW8jiKcwCmcgwdXUIdbaEATGEh4hld4c7Tz4rw7H4vRgpPvHMMfOJ8/t0mQ7Q==</latexit>

J

<latexit sha1_base64="y3DgXNnZuKskI+6o9FmHDZdTZak=">AAAB+3icbVDLSsNAFJ3UV62vWJdugkVwVRKR6rLgxmUF+4AmlMnkph06mQkzE7GE/oobF4q49Ufc+TdO2iy09cAwh3PuZc6cMGVUadf9tiobm1vbO9Xd2t7+weGRfVzvKZFJAl0imJCDECtglENXU81gkErAScigH05vC7//CFJRwR/0LIUgwWNOY0qwNtLIrvuhYJGaJebK/RA0no/shtt0F3DWiVeSBirRGdlffiRIlgDXhGGlhp6b6iDHUlPCYF7zMwUpJlM8hqGhHCeggnyRfe6cGyVyYiHN4dpZqL83cpyoIp6ZTLCeqFWvEP/zhpmOb4Kc8jTTwMnyoThjjhZOUYQTUQlEs5khmEhqsjpkgiUm2tRVMyV4q19eJ73Lptdqtu6vGu1WWUcVnaIzdIE8dI3a6A51UBcR9ISe0St6s+bWi/VufSxHK1a5c4L+wPr8Ab8RlOE=</latexit>

ω

<latexit sha1_base64="y3DgXNnZuKskI+6o9FmHDZdTZak=">AAAB+3icbVDLSsNAFJ3UV62vWJdugkVwVRKR6rLgxmUF+4AmlMnkph06mQkzE7GE/oobF4q49Ufc+TdO2iy09cAwh3PuZc6cMGVUadf9tiobm1vbO9Xd2t7+weGRfVzvKZFJAl0imJCDECtglENXU81gkErAScigH05vC7//CFJRwR/0LIUgwWNOY0qwNtLIrvuhYJGaJebK/RA0no/shtt0F3DWiVeSBirRGdlffiRIlgDXhGGlhp6b6iDHUlPCYF7zMwUpJlM8hqGhHCeggnyRfe6cGyVyYiHN4dpZqL83cpyoIp6ZTLCeqFWvEP/zhpmOb4Kc8jTTwMnyoThjjhZOUYQTUQlEs5khmEhqsjpkgiUm2tRVMyV4q19eJ73Lptdqtu6vGu1WWUcVnaIzdIE8dI3a6A51UBcR9ISe0St6s+bWi/VufSxHK1a5c4L+wPr8Ab8RlOE=</latexit>

ω

Template
Gaussians

<latexit sha1_base64="fPzHanEvCBrjddVKIpd9W/s1f74=">AAAB+HicbVDLSsNAFL2pr1ofrbp0M1gEVyURqS4LLnRZoS9oQ5hMJ+3QySTMTIQa8iVuXCji1k9x5984abPQ1gMDh3Pu5Z45fsyZ0rb9bZU2Nre2d8q7lb39g8Nq7ei4p6JEEtolEY/kwMeKciZoVzPN6SCWFIc+p31/dpv7/UcqFYtER89j6oZ4IljACNZG8mrVUYj1lGCe3mVe2sm8Wt1u2AugdeIUpA4F2l7tazSOSBJSoQnHSg0dO9ZuiqVmhNOsMkoUjTGZ4QkdGipwSJWbLoJn6NwoYxRE0jyh0UL9vZHiUKl56JvJPKZa9XLxP2+Y6ODGTZmIE00FWR4KEo50hPIW0JhJSjSfG4KJZCYrIlMsMdGmq4opwVn98jrpXTacZqP5cFVvNYs6ynAKZ3ABDlxDC+6hDV0gkMAzvMKb9WS9WO/Wx3K0ZBU7J/AH1ucPIKaTYA==</latexit>GT
<latexit sha1_base64="OjWxUJ08ZsE5KvainPvrV2CtiWM=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRKR6rLgQpcV7APaUCbTSTt0MhNmboQS+hluXCji1q9x5984abPQ6oGBwzn3MueeMBHcoOd9OaW19Y3NrfJ2ZWd3b/+genjUMSrVlLWpEkr3QmKY4JK1kaNgvUQzEoeCdcPpTe53H5k2XMkHnCUsiMlY8ohTglbqD2KCE0pEdjsfVmte3VvA/Uv8gtSgQGtY/RyMFE1jJpEKYkzf9xIMMqKRU8HmlUFqWELolIxZ31JJYmaCbBF57p5ZZeRGStsn0V2oPzcyEhszi0M7mUc0q14u/uf1U4yug4zLJEUm6fKjKBUuKje/3x1xzSiKmSWEam6zunRCNKFoW6rYEvzVk/+SzkXdb9Qb95e1ZqOoowwncArn4MMVNOEOWtAGCgqe4AVeHXSenTfnfTlacoqdY/gF5+MbeWKRXA==</latexit>G<latexit sha1_base64="meNK73SgK929Omw3ZvmErRi4zI8=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRKR6rIgiMsK9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo9cDA4Zx7mXNPmAhu0PO+nNLa+sbmVnm7srO7t39QPTzqGJVqytpUCaV7ITFMcMnayFGwXqIZiUPBuuH0Jve7j0wbruQDzhIWxGQsecQpQSv1BzHBCSUiu50PqzWv7i3g/iV+QWpQoDWsfg5GiqYxk0gFMabvewkGGdHIqWDzyiA1LCF0Ssasb6kkMTNBtog8d8+sMnIjpe2T6C7UnxsZiY2ZxaGdzCOaVS8X//P6KUbXQcZlkiKTdPlRlAoXlZvf7464ZhTFzBJCNbdZXTohmlC0LVVsCf7qyX9J56LuN+qN+8tas1HUUYYTOIVz8OEKmnAHLWgDBQVP8AKvDjrPzpvzvhwtOcXOMfyC8/ENd92RWw==</latexit>F

Generalized 
Skinning

<latexit sha1_base64="2E+UwBq8H5Q4Je6Ko+8RYdKuUgk=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRKR6rLgxmVF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy0emDgcM69zLknTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt5ChYL9GMxKFg3XB6k/vdR6YNV/IBZwkLYjKWPOKUoJX6g5jghBKR3c+H1ZpX9xZw/xK/IDUo0BpWPwcjRdOYSaSCGNP3vQSDjGjkVLB5ZZAalhA6JWPWt1SSmJkgW0Seu2dWGbmR0vZJdBfqz42MxMbM4tBO5hHNqpeL/3n9FKPrIOMySZFJuvwoSoWLys3vd0dcM4piZgmhmtusLp0QTSjaliq2BH/15L+kc1H3G/XG3WWt2SjqKMMJnMI5+HAFTbiFFrSBgoIneIFXB51n5815X46WnGLnGH7B+fgGi56RaA==</latexit>S
Render

<latexit sha1_base64="EgNsSfHCZwGnYV/28d3nFqeIqS0=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRKR6rLgxmUV+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy0emDgcM69zLknTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51jEo1ZW2qhNK9kBgmuGRt5ChYL9GMxKFg3XB6k/vdR6YNV/IBZwkLYjKWPOKUoJX6g5jghBKR3c+H1ZpX9xZw/xK/IDUo0BpWPwcjRdOYSaSCGNP3vQSDjGjkVLB5ZZAalhA6JWPWt1SSmJkgW0Seu2dWGbmR0vZJdBfqz42MxMbM4tBO5hHNqpeL/3n9FKPrIOMySZFJuvwoSoWLys3vd0dcM4piZgmhmtusLp0QTSjaliq2BH/15L+kc1H3G/XG3WWt2SjqKMMJnMI5+HAFTbiFFrSBgoIneIFXB51n5815X46WnGLnGH7B+fgGihmRZw==</latexit>R

In-the-wild 
Images

Fig. 2. Overview. GAIA generates animation-ready head avatar at high visual and animation fidelity by only learning from in-the-wild 2D images.

inherently unstructured, which poses challenges to properly regular-

ize them under deformation. Similar to [Kirschstein et al. 2024], our

model generates Gaussian attributes on UV maps A★ ∈ R𝑇×𝑇×𝐷★

for all attribute categories
1 ★ ∈ {𝑝, 𝑠, 𝑞, 𝑜, 𝑐}, where 𝑇 is the resolu-

tion of the UVmaps and𝐷★ is the dimension of Gaussian attribute★.

Generation on the UVmaps takes advantage of existing powerful 2D

generative backbones such as StyleGAN [Karras et al. 2020]. More

specifically, we choose the UV parametrization that corresponds to

the FLAME face model, which builds up a bridge between the 3D

Gaussian primitives and the underlying morphable and articulate

structure of the FLAME model. We will detail this in Sec. 3.3.

3.2.2 Conditioning Generator with Shape and Expression. Existing
unconditional generative avatars [Kirschstein et al. 2024] model

all variations of the face with a purely learned latent space z and

camera conditions 𝝅 , which does not support factorized control

for animating expression or editing identity. To support factorized

animation control, we add FLAME shape (identity) 𝜷 and expression

𝝍 in the Gaussian attribute generator as additional conditioning

variables. Another motivation of this design is to model expression-

conditioned geometry and appearance changes, as these are crucial

details to reach high realism (e.g., wrinkles) during animation.

We empirically find that adding shape and expression as addi-

tional conditioning variables helps the generator to better capture

the data distribution. However, this comes with a cost that the gen-

erator tends to rely on the expression label to memorize the identity.

This causes entangled generation where a change in expression

parameters can affect the identity, which is a behavior clearly not

acceptable for an animation system. We show these observations

in Tab. 2 and Fig. 6 in Sec. 4.2.3. To prevent entanglement between

identity and expression, we propose a novel expression-conditioned

generation architecture, which consists of two separate branches to

model identity and expression respectively, as shown in Fig. 2.

3.2.3 Two-Branch Architecture. We propose a two-branch genera-

tion architecture to decouple the generation processes of identity

and expression. We design the identity branch to capture most of the

geometry and appearance related to the person’s identity. To pro-

duce the expression-dependent appearances and deformations (e.g.,

wrinkles), the expression branch learns to produce offsets based on

the output from the identity branch, which mimics the dynamic

1
Abbreviation of the Gaussian attribute categories: position (p), scale (s), rotation (q),

opacity (o) and color (c).

displacement [Cao et al. 2015; Nagano et al. 2015] in traditional

facial animation.

We generate identity-conditioned attributeswith the shape branch.

The shape branch firstly takes shape parameter 𝜷 as well as latent

code z and camera parameter 𝝅 through the mapping network

M to obtain an intermediate latent variable w𝑠 . Then we adopt

a StyleGAN-style [Karras et al. 2020] backbone B𝑠 to generate

identity-related Gaussian attributes UV maps
¯A★ for all Gaussian

attribute categories ★ ∈ {𝑝, 𝑠, 𝑞, 𝑜, 𝑐},

w𝑠 = M(z, 𝝅 , 𝜷), ¯A★ = B𝑠 (w𝑠 ) . (4)

We design another StyleGANgeneratorB𝑒 to generate expression-
conditioned attributes 𝛿A★ based on the expression input 𝝍 and

the intermediate feature w𝑠 from the shape branch,

𝛿A★ = B𝑒 (w𝑠 , 𝝍) . (5)

We obtain the final Gaussian attribute maps by applying the

expression-conditioned attributes on the identity-conditioned at-

tributes as offsets. In particular, we apply a binary UV mask of the

face region M on 𝛿A★ to further constrain the influence of the ex-

pression branch (e.g., facial expressions usually do not affect the hair

regions). This masking, together with the regularization (Sec. 3.4)

and multi-stage training scheme (Sec. 3.5), improves decoupling

identity and expression.

A★ = ¯A★ + M ⊙ 𝛿A★. (6)

3.3 Animatable Gaussian Avatar
Given the Gaussian attribute mapsA★ generated by the expression-

conditioned generators, we lift the attributes to the 3D space and

then animate them with a generalized skinning function.

3.3.1 Lifting Gaussian Attributes. Our Gaussian representation is

embedded on the predefined UV parameterization of the FLAME

head template. For animation, we need to lift the Gaussians into the

canonical 3D space. Each valid texel t𝑖 ∈ [0 . .𝑇 − 1]2
corresponds

to the 𝑖th template Gaussian g𝑇𝑖 . All 3D Gaussian attributes★ except

for the positional and scale attributes are directly sampled from the

corresponding UV-based attribute maps.

★𝑇𝑖 = I(A★, t𝑖 ), ∀★ ∈ {𝑞, 𝑜, 𝑐} (7)

where I(·) is the bilinear sampling function on the UV map.

We regularize the range of the scale attributes by applying an

additional non-linear transformation after the bilinear interpolation,
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similar to [Kirschstein et al. 2024],

s𝑇𝑖 = exp(−𝑠max − softplus(−(I(A𝑠 , t𝑖 ),−𝑠init) − 𝑠max)) . (8)

The positional attribute map A𝑝 is interpreted as offsets on the

corresponding points on the morphable FLAME template (Eq. 3),

p𝑇𝑖 = I′ (V𝑇 , t𝑖 ) + 𝛾𝑝 · tanh(I(A𝑝 , t𝑖 )) (9)

where I′ (·) is the bilinear sampling function on the mesh vertices.

We apply a tanh(·) transformation to the offsets to further limit their

range. We empirically choose 𝑠max = 3, 𝑠init = 5 and 𝛾𝑝 = 0.25. The

generated Gaussian attributesA★ (Eq. 7, 8 and 9) can be interpreted

as additional corrective “blendshapes” as well as detailed appearance

attributes, which are not modeled in a morphable model.

3.3.2 Generalized Skinning Function. Given the template Gaussians

G𝑇 computed by Eq. 7, 8 and 9, we then apply a generalized skin-

ning function S to animate the Gaussians. The function takes a

similar form of the original skinning function (Eq. 2) in FLAME.

We bilinearly sample the original blendweight matrix W via the

existing barycentric weights and produce a blendweight matrixW𝑔 ,

establishing the influence of the joints on all generated Gaussians,

G = S(G𝑇 , J, 𝜽 ,W𝑔) . (10)

The generalized skinning function naturally inherits the existing

FLAME facial rig, which improves realism and offers compatibility

with existing graphics pipelines.

3.4 Regularization
We propose regularization strategies, which effectively encourage

the generator to maintain reasonable animation behavior and facili-

tate the decoupling between identity and expression.

3.4.1 Expression-conditioned Generation. The entanglement issue

between identity and expression often manifests as the expression

parameters have an overly high influence on the generated results.

To ensure that the expression-conditioned generator produces plau-

sible attributes, we propose several regularization techniques. To

constrain the influence of the expression branch, other than limiting

the offsets in face region by a mask in Eq. 6, we disable the generated

position and scale attribute offsets, as the expression-dependent de-

tails (e.g., wrinkle) are mostly a local effect. Furthermore, we apply

𝐿2 regularization on the Gaussian attribute offsets 𝛿A★,

Lexp =
∑︁

★∈{𝑞,𝑜,𝑐 }
∥M ⊙ 𝛿A★∥2

. (11)

3.4.2 Inner Mouth. The inner mouth region is usually difficult to

model as the oral cavity contains intricate internal structure such

as the teeth and tongue. Similarly to FlashAvatar [Xiang et al. 2024],

we stitch the inner mouth of the FLAME template mesh to prevent

hole artifacts. We find that adding position and scale offsets in the

mouth region helps to model the teeth, tongue and some light and

some light interaction between them (e.g., shadows). We then only

add position and scale offset in the mouth region.

3.4.3 Eyeballs. An important difference in design compared to

existing methods is that our generated attributes are applied on a

full-fledged and more detailed FLAME model with eyeball modeling.

To maintain the original shape of eyeballs and reduce artifacts when

the eyeballs are rotated, we apply a Total-Variation (TV) loss on the

attributes maps of the eyeball region (by mask M
eyeballs

),

Luv =
∑︁
★

TV(M
eyeballs

⊙ A★) . (12)

3.4.4 All Gaussians. Similar to [Kirschstein et al. 2024], we also

apply regularization terms on the final Gaussian attribute maps A★

to constrain the evolution of Gaussians during training, resulting in

better geometric and animation quality,

L𝑝 =
A𝑝


2
,L𝑠 = ∥A𝑠 ∥2

,L𝑜 = Beta(A𝑜 ), (13)

where Beta(·) is the negative log-likelihood term of Beta(0.5, 0.5)

distribution from [Lombardi et al. 2019].

3.5 Multi-Stage Adversarial Training
We design a multi-stage adversarial training scheme to effectively

train the two-branch expression conditioned architecture.

3.5.1 Stage 1: Shape Only Training. In this stage, we only use the

shape branch to generate the Gaussian attributes, i.e., A★ = ¯A★.

We pair the shape branch with a shape-conditioned discriminator

D𝑠 (I; 𝜷, 𝝅), where I = R(G( ¯A★)) is the rendered images of the

shape-only generation. The generator B𝑠 and the mapping function

M is trained by the standard non-saturating GAN loss [Goodfellow

et al. 2020] with R1 regularization [Mescheder et al. 2018].

L𝑠
adv

= softplus(−D𝑠 (R(G( ¯A★)), 𝜷, 𝝅)) . (14)

The total training loss is

L𝑠
total

= L𝑠
adv

+ 𝜆𝑝L𝑝 + 𝜆𝑠L𝑠 + 𝜆𝑜L𝑜 + 𝜆uvLuv . (15)

To efficiently train the shape branch, we first train the generator

at 256
2
rendering resolution as well as 256

2
UV resolution, with

around 65K Gaussians. We then train the generator at 512
2
for both

the rendering resolution and generated UV map resolution, which

leads to around 262K Gaussians. When increasing the rendering

resolution from 256 to 512, we add additional layers at both the

generator and discriminator.

3.5.2 Stage 2: Joint Shape and Expression Training. We add the

expression branch and train it along with the shape branch. We

further design an expression-conditioned discriminator D𝑒 (I;𝝍, 𝝅),
where I = R(G(A★)) is the rendered images of the full generation

at 512
2
resolution,

L𝑒
adv

= softplus(−D𝑒 (R(G(A★)), 𝝍, 𝝅)) . (16)

The total training loss of this stage is

L𝑒

total
= 𝜆𝑑1L𝑠

adv
+𝜆𝑑2L𝑒

adv
+𝜆𝑝L𝑝 +𝜆𝑠L𝑠 +𝜆𝑜L𝑜 +𝜆uvLuv+𝜆expLexp . (17)

We add additional convolution layers with zero initialization [Zhang

et al. 2023] to minimize the influence of the expression branch at

the beginning of the training.

4 EXPERIMENTS

4.1 Evaluation Settings
4.1.1 Datasets. We conduct our experiments on the FFHQ [Karras

et al. 2019] dataset which contains 70K in-the-wild human face

images. We follow EG3D [Chan et al. 2022] to crop the image to

512
2
resolution based on facial landmarks, and compute the camera
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EG3D GGHead Next3D GAIA (Ours)

Fig. 3. Qualitative Comparison on Novel View Synthesis. We evaluate our generated image quality on random samples. Our method can generate
comparable quality images and 3D-consistent results.

poses using 3DMM fitting [Deng et al. 2019]. We further deploy

SMIRK [Retsinas et al. 2024] to estimate the FLAME [Li et al. 2017]

shape and expression parameters. Finally, we use MODNet [Ke et al.

2022] to remove the background of the images.

4.1.2 Baselines. We compare our method against the following

state-of-the-art (SotA) methods. (1) EG3D [Chan et al. 2022] is a SotA

method that generates high-quality 3D faces based on a triplane rep-

resentation and super-resolution network. (2) GGHead [Kirschstein

et al. 2024] is a SotA method that synthesizes 3D heads by embed-

ding 3D Gaussian on UV map of a static template. Note that EG3D

and GGHead generate avatars based on learned latent code, which

does not support animation with factorized control of identity and

expression. (3) Next3D [Sun et al. 2023] is a SotA method that can

generate animatable 3D faces with learnable neural texture and a

super-resolution network to upsample the rendered image.

4.1.3 Metrics. We use Fréchet Inception Distance (FID) [Heusel

et al. 2017] to measure image quality. We evaluate the faithfulness

of the animation using the Average Expression Distance (AED), Av-

erage Pose Distance (APD), and Identity Consistency (ID). Note that

Next3D measures the AED (AED-exp) on the FLAME expression

parameters which does not include eyelid and jaw. In contrast, We

additionally measure AED-eye and AED-jaw to evaluate the ani-

mation of eyelid and jaw. We evaluate identity consistency (ID) by

calculating the similarity of the ArcFace features [Deng et al. 2019].

We provide additional evaluation details in the Appendix A.

4.1.4 Implementation Details. Our model is implemented in Py-

Torch [Paszke et al. 2019]. We use a batch size of 32 and adopt the

learning rate and R1 gradient regularization [Mescheder et al. 2018]

from EG3D [Chan et al. 2022]. We set the weight of R1 regular-

ization to 1 in the first stage, and 2 in the second stage. We train

stage 1 for 25M iterations at 256
2
resolution and 5M iterations at

512
2
resolution. we then train stage 2 for 4M iterations. In order to

train smoothly, we increase 𝜆𝑑2
from 0 to 0.5 in 1M iterations and

set 𝜆𝑑1
= 1 − 𝜆𝑑2

. We set the regularization weights as 𝜆𝑝 = 0.1,

𝜆𝑠 = 0.05, 𝜆𝑜 = 1, 𝜆𝑢𝑣 = 5, and 𝜆𝑒𝑥𝑝 = 60. The full training takes

around 5 days on eight NVIDIA A100 GPUs. We use one-degree

spherical harmonics in the generated Gaussians. We use the same

extended FLAME model as in [Retsinas et al. 2024], with additional

eyelids blendshapes, and extended expression parameters including

the original expression, jaw and eyelid parameters. The blinking

motion is mostly controlled by these eyelid blendshapes. For inner

mouth, we assign blendweights for upper and lower teeth Gaussians

following [Qian et al. 2024].

4.2 Results
We provide comparison results and ablation studies to demonstrate

our method. We strongly recommend the reader to watch our Supp.
Video2 to better evaluate the photorealism of our results. Additional

evaluations are provided in the Appendix A.

4.2.1 Comparison on Novel View Synthesis. In Fig. 3 and Tab. 1, we

compare the novel-view rendering of our generated samples to the

2
Please visit the project website: https://research.nvidia.com/labs/amri/projects/gaia/.
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Table 1. Quantitative Results on FFHQ Datasets. As EG3D and GGHead
do not support explicit animation control, we mark N/A for their metrics
on animation quality. Our method has the best animation quality and
comparable image quality with 3D-consistency without 2D super-resolution.

Method FID ↓ AED-exp ↓ AED-eye ↓ AED-jaw ↓ APD ↓ ID ↑

w/ SR

EG3D 3.28 N/A N/A N/A N/A N/A

Next3D 3.18 0.93 0.149 0.046 0.031 0.74

w/o SR

GGHead 4.06 N/A N/A N/A N/A N/A

Ours 3.85 0.53 0.083 0.040 0.027 0.72

Table 2. Ablation Studies on FFHQ Datasets. We analyze the effect of
different designs of the generation architecture and deformation method.

Method FID ↓ AED-exp ↓ AED-eye ↓ AED-jaw ↓ APD ↓ ID ↑

One Branch Uncond. 4.94 1.27 0.187 0.062 0.053 0.90

+ Shape Cond. 4.13 0.76 0.125 0.046 0.030 0.84

+ Expr. Cond. 3.81 0.52 0.076 0.039 0.029 0.42

+ Shape & Expr. Cond. 5.52 0.56 0.085 0.039 0.028 0.62

Naive Two-branch 4.21 0.53 0.084 0.041 0.026 0.61

Ours w/ Nearest Blendweight 8.65 0.58 0.095 0.039 0.027 0.71

Ours w/ Surface Field 12.36 0.74 0.136 0.040 0.032 0.76

Ours 3.85 0.53 0.083 0.040 0.027 0.72

existing methods. Our method produces comparable high-quality

images with the state-of-the-art methods. Quantitatively, both with-

out the use of 2D super-resolution, GAIA achieves better FID than

GGHead as shown in Tab. 1. EG3D and Next3D can generate high-

quality images but suffer from 3D view-consistency due to the use

of a 2D super-resolution network. To further investigate this, we

follow GGHead to compare the Epipolar Line Images (EPI) [Bolles

et al. 1987] with Next3D in Fig. 4. For view consistent images, the

EPI should be smooth, whereas noise and ripple artifacts reveal

the 3D inconsistencies. As shown in Fig. 4, Next3D produces more

ripple and noise artifacts in the EPI while ours is smoother.

4.2.2 Comparison on Animation Quality. We compare our method

with Next3D in terms of animation quality. As shown in Tab. 1,

our method has better AED, APD, and comparable ID consistency

compared to Next3D. It shows that our method can animate the

avatar more accurately. Although Next3D has a better FID score,

it suffers from low 3D consistency due to the use of a 2D super-

resolution network. We further show in Fig. 5 that our method

outperforms Next3D in terms of animation accuracy and quality.

Specifically, Next3D cannot precisely control the eyelid, jaw and

eyeball due to the implicit neural texture representation, while our

method can accurately animate the avatar with wrinkles in the

forehead. This is thanks to our learned animatable features in the

expression branch. Furthermore, our method can also control the

avatar with accurate eyeball motion due to our TV loss which is

applied to the eyeball UV region.

4.2.3 Ablation Studies on Generation Architecture. In Tab. 2, we

compare several alternative designs for generating Gaussian at-

tribute maps. The baseline “One Branch Uncond.” indicates that

only one generator backbone is used, with only the default con-

ditioning variables 𝝅 and z, while using the FLAME mesh during

animation. We find that without the additional condition to the

Table 3. Comparison on Inference Speed and Memory Consumption.
For inference time, we measure the average time to generate and render
an avatar per frame, as well as the full inference time in frames per second
(FPS). The time measurements are averaged over 500 frames. GAIA achieves
higher efficiency in both time and memory compared to Next3D.

Method Generation ↓ Render ↓ FPS ↑ Memory ↓
Next3D 36.61 ms 16.69 ms 18.76 701.3 MB

Ours 21.96 ms 1.09 ms 43.38 463.8 MB

Next3D GAIA (Ours)

Fig. 4. Analysis of 3D Consistency. We compare our 3D consistency with
Next3D using Epipolar Line Images [Bolles et al. 1987]. Next3D produces
noise and ripple artifacts while GAIA renders smoothly without flickering.

generator and discriminator, the model cannot accurately animate

the generated avatar, thus this leads to unsatisfactory AED and APD.

As shown in Fig. 6, the expressions of the driver are not captured,

resulting in an inflated ID consistency score. Next, we add various

combinations of additional conditioning variables to the generator.

Adding the shape condition (i.e., stage 1 of GAIA) helps the gener-

ation and animation with better FID and AED, but the results still

lack expression accuracy as shown in Fig. 6. We find that adding the

expression condition improves the image quality and expression ac-

curacy, but breaks ID consistency, i.e., the identity of the generated

avatar changes during animation. We then try to add both shape

and expression conditions on a one branch network to yield better

ID consistency but this sacrifices animation accuracy. In order to

achieve both high animation accuracy and ID consistency, we use

a two-branch network with separate shape and expression condi-

tioning. Without the proposed regularization schemes, the naive

two-branch network can achieve accurate animation but lower ID

consistency. With our regularization schemes applied on the ex-

pression branch, our final model is able to exhibit good animation

accuracy and ID consistency.

4.2.4 Ablation Studies on Animation Formulation. We ablate dif-

ferent animation formulations. Nearest Blendweight method, used

in [Zhao et al. 2023; Zheng et al. 2022, 2023; Zielonka et al. 2023], de-

forms theGaussian points based on the nearest FLAME blendweights.

Surface Field is the deformationmethod proposed inGNARF [Bergman

et al. 2022]. As shown in Fig. 6, replacing our deformation method

with these two alternative designs produces artifacts in the synthe-

sized results while our method presents robustness.

4.2.5 Runtime and Interactive Animation. We compare the inference

time and memory usage to Next3D in Tab. 3. Our method outper-

forms Next3D in terms of efficiency in both time and memory. Note

that we can further accelerate to 52 FPS by caching the output of the

generator’s shape branch if the identity of the character is constant.
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Fig. 5. Qualitative Comparison on Animation Quality. We estimate the FLAME parameters from several frames of video clips and use the parameters to
animate the generated avatar. Our method shows more precise and detailed animation than Next3D especially wrinkles in forehead and eyeball motion. The
two driver video clips are from Next3D [Sun et al. 2023] and IMAvatar [Zheng et al. 2022], respectively.

One Branch
Uncond.

One Branch
Shape-cond.

One Branch
Expr.-cond.

One Branch
Shape & Expr.-cond.

Naive
Two-Branch

w/ Nearest
Blendweight

w/ Surface
Field Ours

Fig. 6. Ablation Study. Our two-branch network with regularization has both good animation and ID consistency compared to other model designs and our
deformation method is more robust without producing artifacts. The driver video clip is from Next3D [Sun et al. 2023].

Fig. 7. Real-time Interactive Animation and Editing. GAIA supports
efficient generation and rendering of photorealistic animation-ready avatars,
with an interactive speed of 43 FPS on an NVIDIA RTX A6000 GPU.

As shown in Fig. 7, we develop an interactive viewer that supports

real-time animation and editing, showcasing accurate control of

expression, identity, and fast rendering possibilities of GAIA.

4.2.6 Limitations and Future Work. While GAIA is effective in the

control of the expression and shape of 3D face avatars, it could be

further extended to the full body. Similarly, modeling and allowing

control of the tongue, face accessories and environmental illumina-

tion would further expand application possibilities. While our work

allows animation over time, details such as hair and clothing will

not deform based on the expectation of real-world physics. To al-

low physically-based modeling, research into 4D and physics-aware

generative models may be useful. We discuss the future work on

datasets as well as facial tracker in the Appendix A.

5 CONCLUSION
We present GAIA, an advanced 3D GAN framework designed for

high-fidelity rendering with exceptional view consistency and in-

teractive animation with intricate deformations, including wrinkles.

We achieve this by incorporating a morphable FLAME model with

animatable Gaussians through shared UV parameterization, and

designing a two-branch generation architecture that learns to apply

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.
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shape and expression independently, allowing for disentanglement

while animation. GAIA out-performs the state-of-the-art in animat-

able 3D GANs in both qualitative and quantitative measures, while

allowing for animation in real-time, enabling interactive applica-

tions involving character animation and editing.
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A APPENDIX

A.1 One-shot Avatar Generation with GAN Inversion
With the trained GAIA generators, we adopt the Pivotal Tuning

Inversion (PTI) [Roich et al. 2022] to obtain a person-specific 3D

avatar given one input image. As shown in Fig. 8, our model can

create photorealistic animatable avatars from real-world images.

Source Inversion Novel View

Source Inversion Novel View

Fig. 8. One-shot Avatar Creation. We use PTI [Roich et al. 2022] to fit an
animatable 3D avatar from real-world images.

A.2 Effect of Regularization Parameters
We set the 𝐿2 regularization weight 𝜆𝑒𝑥𝑝 to various values and

evaluate the effects of this hyperparameter. As shown in Tab. 4,

with lower 𝜆𝑒𝑥𝑝 , the model tends to perform better in expression

(AED), but lose the consistency in identity (ID). We choose 60 as our

final regularization weight as it leads to a better balance between

animation accuracy and ID consistency.

Table 4. Effect of Regularization Weights 𝜆𝑒𝑥𝑝 . We compare the quanti-
tative results of different regularization weights of the expression branch.

𝜆𝑒𝑥𝑝 FID ↓ AED-exp ↓ AED-eye ↓ AED-jaw ↓ APD ↓ ID ↑

30 3.95 0.52 0.081 0.040 0.026 0.69

40 4.60 0.52 0.080 0.040 0.026 0.69

50 4.02 0.53 0.082 0.040 0.027 0.70

60 (Ours) 3.85 0.53 0.083 0.040 0.027 0.72

70 4.01 0.53 0.082 0.040 0.027 0.70

A.3 Effect of the Two Generation Branches
In Fig. 9, we visualize the effects of our shape and expression

branches. The results show that our expression-conditioned branch

captures details (e.g., wrinkles) during animation.

Driver Shape Branch Expression Branch Two Branch

Fig. 9. Visualization of Effects of the Two Generation Branches.We
visualized the animation with only the shape branch, the expression branch,
and two branch. The results indicate that the expression branch captures
details (e.g., wrinkles) during animation.
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A.4 Results of Training at Higher Resolution
GAIA is able to produce rendering results at 1024

2
resolution. Based

on our trained 512
2
resolution model, we finetune our model on

1024
2
resolution images for around 1M iterations. As shown in

Tab. 5, we can achieve high-resolution rendering without sacrificing

animation accuracy or ID consistency. We further show qualitative

results on novel view synthesis results in Fig. 10 and animation

in Fig. 11. Our model produces high quality results of novel-view

synthesis and animation quality with 1024
2
resolution.

Table 5. Quantitative Comparison of Training Resolutions. We fine-
tune our model (trained at 512

2 resolution) on datasets at 1024
2 resolution.

Resolution FID ↓ AED-exp ↓ AED-eye ↓ AED-jaw ↓ APD ↓ ID ↑
Ours (512) 3.85 0.53 0.083 0.040 0.027 0.72

Ours (1024) 3.92 0.53 0.082 0.040 0.027 0.70

A.5 Additional Evaluation Details
For AED and APD, we randomly sample 10K camera poses and

FLAME parameters to generate 10K images. Then we calculate the

distance between the input FLAMEparameters and the SMIRK [Retsi-

nas et al. 2024] estimated FLAME parameters of these generated

images. For identity consistency (ID), we follow Next3D [Sun et al.

2023] to randomly sample 1K identities, each identity with two

randomly sampled poses and expression parameters. We then use

a pre-trained ArcFace model [Deng et al. 2019] to calculate the

similarity of the pair and report the average result.

A.6 Discussion on Animating GANs
Driving GANs with mapping networks for animation is an open

problem, as it is tricky to ensure well-behaved animation while

supporting intuitive and disentangled control with purely learned

latent variables. A typical challenge is that the appearance and

sometimes even the gender will change while editing expressions.

Furthermore, only specific attribute editing (e.g., smile) is supported.

GAIA supports disentangled expression control in FLAME space.

A.7 Additional Discussion on Future Work
The limited view angles, range of expressions and coverage on the

mouth region presented in FFHQ can affect the range of rendering

and animation. Exploring datasets of wider diversity is a promising

direction. Our motion and animation transfer accuracy is bounded

by SMIRK, which we used to extract animation parameters. We

expect that future improvements in monocular face trackers will

transfer to GAIA. Furthermore, as we trained the generator with

RGB rendered images with a white background, some white regions

(e.g., collar) learned to be transparent to still satisfy the discrimina-

tor. Training with RGBA rendering or random background could

mitigate this issue.

A.8 Ethical Considerations
The creation of photorealistic, animatable head avatars raises im-

portant ethical concerns, particularly on misuse for identity theft,

privacy violation, and deepfake-based misinformation. While our

work advances the realism and controllability of such avatars, we

strongly condemn anymalicious or unauthorized use.We emphasize

that this is an early step in the field and call for continued research

on safeguards, media authentication, and responsible deployment

to ensure positive impact on the society.

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.



12 • Z. Yu, T. Li, J. Sun, O. Shapira, S. Park, M. Stengel, M. Chan, X. Li, W. Wang, K. Nagano, S. De Mello

Fig. 10. Novel View Synthesis Results at 1024
2 Resolution.We use our tuned model at 1024

2 resolution to generate some random samples and visualize
the novel view synthesis results at 1024

2 resolution.
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Fig. 11. Animation Results at 1024
2 Resolution. We visualize the animation results of our tuned model in 1024

2 resolution. GAIA maintains high-quality
animation at 1024

2 resolution. The two driver video clips are from Next3D [Sun et al. 2023] and IMAvatar [Zheng et al. 2022], respectively.
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