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Fig. 1. We introduce a robust method to compute warped-area reparameterization for differential visibility. The key ingredient is a novel velocity construction
using fixed-step walk-on-spherical-caps (WoSC) accelerated by cone queries (illustrated in the left image) that find the geodesic closest distance to the
boundaries on a unit sphere. In this example, we show derivatives of the shadows, cast by a Voronoi-bunny model [Mehta et al. 2022] with 168k triangles
under an area light source, with respect to the y-translation of the bunny. In (a), we present the gradient image computed by our method with a high sample
count. In (b)-(d), we show equal-sample comparisons with the baseline methods (WAS [Bangaru et al. 2020] and PSDR-WAS [Xu et al. 2023]).

Computing derivatives of path integrals under evolving scene geometry is
a fundamental problem in physics-based differentiable rendering, which
requires differentiating discontinuities in the visibility function. Warped-
area reparameterization is a powerful technique to compute differential
visibility, and key is construction of a velocity field that is continuous in the
domain interior and agrees with defined velocities on boundaries. Robustly
and efficiently constructing such fields remains challenging.

We present a novel velocity field construction for differential visibility.
Inspired by recent Monte Carlo solvers for partial differential equations
(PDEs), we formulate the velocity field via Laplace’s equation and solve
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it with a walk-on-spheres (WoS) algorithm. To improve efficiency, we in-
troduce a fixed-step WoS that terminates random walks after a fixed step
count, resulting in a continuous but non-harmonic velocity field still valid
for warped-area reparameterization. Furthermore, to practically apply our
method to complex 3D scenes, we propose an efficient cone query to find
the closest silhouettes on a boundary. Our cone query finds the closest point
under the geodesic distance on a unit sphere, and is analogous to the clos-
est point query by WoS to compute Euclidean distance. As a result, our
method generalizes WoS to perform random walks on spherical caps over
the unit sphere. We demonstrate that this enables a more robust and efficient
unbiased estimator for differential visibility.
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1 Introduction

Physics-based differentiable rendering computes derivatives of ra-
diometric measurements with respect to scene parameters such as
object shapes. Recently, differentiable rendering techniques have
drawn significant attention due to their applications in a wide range
of fields, including but not limited to scene reconstruction, compu-
tational fabrication, and 3D generative models.

One of the fundamental problems in physics-based differentiable
rendering is computing derivatives of path integrals under evolv-
ing scene geometry, which consists of jump discontinuities usually
caused by occlusions. This is known as the differential visibility prob-
lem. One must be careful when differentiating these discontinuities,
as directly moving the differentiation operator into the rendering
integral does not result in correct derivatives.

To compute differential visibility correctly, two categories of meth-
ods have been proposed. The first category involves explicit sam-
pling of visibility discontinuities [Li et al. 2018; Zhang et al. 2019,
2020]. Efficient discontinuity-aware sampling techniques usually
rely on guiding data structures and precomputation [Yan et al. 2022;
Zhang et al. 2023], since detecting discontinuities in 3D scenes is
challenging in general.

Methods in the second category use a geometry-aware reparam-
eterization [Loubet et al. 2019] to avoid sampling discontinuities
explicitly, so they do not have to maintain extra data structures.
Warped-area reparameterization [Bangaru et al. 2020] is the state-
of-the-art method in this category, which applies the divergence
theorem to convert the effects of evolving discontinuity boundaries
to an area integral defined over the interior domain. The boundary
motions are then captured by an interior velocity field that satis-
fies continuity and boundary conditions. At its core, warped-area
reparameterization involves constructing a valid velocity field with
these constraints (§3.2). Unfortunately, existing methods for velocity
construction suffer from robustness and efficiency issues.

In this paper, we propose a novel velocity field construction for
warped-area reparameterization. Our first attempt is formulating
the velocity field by Laplace’s equation with Dirichlet boundary
conditions (§4.1), and our final algorithm is inspired by the walk-on-
spheres (WoS) method for solving PDEs "on-demand" at localized
regions of interest [Sawhney and Crane 2020]. For the first time, we
apply and generalize WoS to warped-area reparameterization for
the differential visibility problem, connecting both fields of differen-
tiable rendering and Monte Carlo PDE solvers together.

Our contributions are:

o Introducing a robust and efficient algorithm for warped-area repa-
rameterization, which constructs a valid velocity field using the
following components.

o Generalizing the original WoS method in two ways: from random-
step to fixed-step (§5.1), and from flat surfaces (walk-on-spheres)
to spherical surfaces (walk-on-spherical-caps) (§6.2).

e Deriving directional derivatives of the constructed velocity to
ensure unbiased estimation of differential visibility (§5.2).

e Introducing an efficient cone query to find the closest point under
the geodesic distance on spherical surfaces (§6.1), enabling a
scalable algorithm for complex 3D scenes.

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.

We validate our theory by comparing results of our derivative
estimators with references computed by finite differences (Figures 8
and 9), and we demonstrate the robustness and efficiency of our
method on differentiable rendering (Figures 1 and 9) and inverse
rendering (Fig. 12) examples.

2 Related Work

Our proposed approach applies a Monte Carlo PDE solver that uses a
novel closest-silhouette query, to efficiently handle discontinuities in
a differentiable renderer. We cover the relevant prior work involving
these topics.

2.1 Handling Discontinuities in Differentiable Rendering

Since renderers often exhibit various discontinuities (such as occlu-
sion, discontinuous shading, etc.), a key aspect of differentiating
them is computing the non-trivial contribution from these disconti-
nuity boundaries. Our work mainly focuses on visibility disconti-
nuities caused by occlusions. Presently, the set of approaches can
be roughly classified into approximations, explicit sampling, and
reparameterization.

Approximation-based methods are frequently employed in cases
where exact derivatives are unnecessary or derivative accuracy
can be improved by increasing the resolution of data structures.
Popular works in this category include SoftRasterizer and Implicit
Differentiable Renderer [Liu et al. 2019; Yariv et al. 2021] that use
smoothing, while NVDiffRast and AS [Laine et al. 2020; Yang et al.
2022] use pre-filtering. For physics-based renderers, which is our fo-
cus, approximation-based methods either do not apply or introduce
unacceptable bias [Luan et al. 2021; Zhang et al. 2023].

Explicit sampling approaches take an unbiased approach to dif-
ferentiating physics-based renderers. Li et al. [2018] introduced the
edge-sampling method to differentiate a path tracer by decompos-
ing it into “interior” and “boundary” components, and provided an
effective yet expensive discontinuity sampler for the latter. Zhang
et al. [2020] instead formulated the differentiation in the path space
(PSDR). Several techniques have been proposed to improve the sam-
pling efficiency of the boundary integral [Yan et al. 2022; Zhang
et al. 2023], usually involving pre-processing and data-structure
construction to organize the discontinuities. Since ensuring sam-
plers to be unbiased tends to be the hardest part, some approaches
[Zhang et al. 2022; Wang et al. 2024] avoid additional overhead by
proposing approximate or relaxed estimators.

Reparameterization-based approaches avoid sampling discontinu-
ities directly, by instead applying a geometry-aware, infinitesimal
transformation to the ray or path sampled in standard path tracing.
Loubet et al. [2019] were the first to propose such a light-weight
reparameterization, though their formulation is biased. Bangaru
et al. [2020] proposed warped-area sampling that applies the di-
vergence theorem to the boundary integral to obtain a consistent
estimator for the reparameterization. Xu et al. [2023] extended this
to the path space by deriving the reparameterized variant of PSDR’s
boundary integral [Zhang et al. 2020]. Warped-area reparameteri-
zation has also been applied to differentiate implicit surfaces such
as SDFs [Vicini et al. 2022; Bangaru et al. 2022], where distance
information makes computing a valid warp function easy. Our work
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improves the robustness and efficiency of warped-area reparame-
terization. Although it might be possible to extend our method to a
wider range of geometric representations such as SDFs, we focus
on differentiating triangular meshes in this work.

Efficient Differentiable Rendering. With applications in high fi-
delity 3D reconstruction and generative models, the performance of
differentiable rendering is becoming increasingly important. Several
works have advanced this area through (i) GPU-based frameworks
that leverage hardware acceleration [Jakob et al. 2022a; Bangaru
et al. 2023], (ii) systematic optimizations such as adjoint ray trac-
ing [Nimier-David et al. 2020; Vicini et al. 2021], and (iii) variance
reduction techniques [Zhang et al. 2021a; Zeltner et al. 2021; Nicolet
et al. 2023; Chang et al. 2023; Wang et al. 2023; Belhe et al. 2024],
including better data structures for importance sampling explicit
discontinuities [Zhang et al. 2021b; Yan et al. 2022; Zhang et al. 2023;
Tong et al. 2023].

2.2 Monte Carlo PDE Solvers

Grid-free Monte Carlo methods for solving PDEs have recently
emerged as powerful alternatives to grid-based finite-element meth-
ods. Unlike the latter, Monte Carlo methods can provide unbiased
estimations of a PDE solution at any point of interest, without
solving over an entire domain. The most popular approach is the
walk-on-spheres (WoS) algorithm, originally by Mueller et al. [1956],
and revived into its modern form by Sawhney et al. [2020].

Several extensions have since been proposed to extend the ap-
plicable class of PDEs and boundary conditions [Nabizadeh et al.
2021; Sawhney et al. 2022, 2023; Sugimoto et al. 2023; Miller et al.
2024b], while others target variance reduction via caching [Miller
et al. 2023; Li et al. 2023], and bidirectional walks [Qi et al. 2022],
taking inspiration the Monte Carlo rendering literature. Although
prior work in this area is largely limited to random walks in the
entire Euclidean space, Sugimoto et al. [2024] introduced a pro-
jected walk-on-spheres (PWoS) method that generalizes WoS for
surface PDEs. Similarly, our walk-on-spherical-caps algorithm also
generalizes WoS to spherical surfaces, but for the purpose of repa-
rameterizing differential path integrals rather than solving PDEs.
Exploring the applicability of PWoS to our setting is left to future
work.

Leveraging recent developments in physics-based differentiable
rendering, several recent works develop differential-variants of WoS
to estimate parameter derivatives for PDE-constrained inverse prob-
lems [Miller et al. 2024a; Yilmazer et al. 2024; Yu et al. 2024]. Though
our work focuses on computing spatial derivatives on spherical
surfaces, it might be possible to gain additional insights for efficient
derivative computation from this line of work.

Finally, Roger et al. [2005] proposed a Monte Carlo estimator
to compute derivatives of integrals with deformable domains for
sensitivity analysis, which also leads to a similar boundary value
interpolation problem. Although they formulated this problem as
an n-D Laplace’s equation with Dirichlet boundary conditions, their
work preceded the recent emerging interest in WoS-based tech-
niques.

2.3 Accelerated Spatial Queries in Graphics

Accelerated queries such as closest-point, k-nearest-neighbors and
ray-intersection account for a very large body of work with wide
ranging impact. We point the reader to the work by Hjaltson et
al. [1999] and Hanan et al. [2005] for general-purpose queries. Our
focus is on SIMD-based spatial queries since we target differentiable
renderers, which now use hardware-accelerated ray tracing [Jakob
et al. 2022a; Bangaru et al. 2023].

Euclidean Closest Point/Silhouette Queries. There are several pro-
posed methods for accelerated closest-point queries. The linear BVH
approach by Jakob et al. [Jakob and Guthe 2021] is considered one of
the most performant, though there are several alternatives that oper-
ate on grids [Purcell et al. 2003; Leite et al. 2009; Schauer et al. 2016].
Such queries have been used by walk-on-spheres [Sawhney and
Crane 2020] (closest point query) and walk-on-stars [Sawhney et al.
2023] (in particular, a closest silhouette point query that leverages the
spatialized normal cone hierarchy by Johnson et al. [2001]). However,
these queries operate on, and compute distances between, points in
Euclidean space. Our closest silhouette ray query computes geodesic
distance for geometry projected onto an arbitrarily-positioned unit
sphere.

3 Preliminaries

In this section, we summarize the necessary and most relevant
background for our work. Interested readers are encouraged to refer
to the original papers [Zhang et al. 2020; Bangaru et al. 2020; Xu
et al. 2023] for more details.

3.1 Warped-Area Reparameterization

Path integrals for primal rendering. The path integral formula-
tion [Veach 1997] is the foundation of physics-based rendering. It
expresses a radiometric measurement as

I=Lﬂw@@% )

where p = (p,, ..., py) is a light path of length N with p, on a
light source and py; on the camera, Q is the space of all finite-length
light paths, f is the measurement contribution function, and y is
the area-product measure.

Differential path integrals. Since the integrand f of Eq. (1) has
visibility discontinuities caused by geometric occlusions, we use
the Reynolds transport theorem to differentiate the path integral
with respect to any scene parameter 6, leading to a differential path
integral [Zhang et al. 2020]:

= [aferam+ [ roveram. o

= Ingr
The first term on the right-hand side is an integral over the same
path space Q as the path integral I. The second term g, is a bound-
ary path integral defined over the boundary path space 9Q2, which
consists of light paths which graze the discontinuous contours of
the scene objects. The scalar normal velocity V(p) captures the
motion of the evolving visibility discontinuities.
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ALGORITHM 1: Estimating the boundary path integral I4;.

1 EstIBoundary()
2 begin

3 P, pdf « SamplePath();
4 Lhgr < 0;
5 forK=0toN — 1do
6 Compute fx and V fx via automatic differentiation;
/* Use fixed-step WoS (Algorithm 3) or
fixed-step WoSC (Algorithm 7) */

7 vk, V - vg < ComputeV(pg, Pri1);
8 Ioar < har + (Vix - oK) + fi (V- 0k);
9 end

10 return g, /pdf;
11 end

Pk

BWa

(a) 3D View

(b) Projection View

Fig. 2. We illustrate the geometric configuration for warped-area reparame-
terization (WAR) given a single path segment pypy-,; in two views. WAR
aims to construct a continuous velocity field o over the visible region 82
(the gray region), while ensuring v agrees with the boundary velocities v
defined on the set of boundary curves 98%2. The boundary curves include
1) visibility boundaries A8 caused by occlusion (the blue triangle) and 2)

topological boundaries of surfaces (the black rectangle).

Warped-area reparameterization. The key insight of warped-area
reparameterization [Bangaru et al. 2020; Xu et al. 2023] is using the
divergence theorem to convert boundary integrals to area integrals.
With that, the boundary path integral in Eq. (2) can be rewritten as

N-1
= [ 719+ Geon)] (pi) (). )
Q k=0

where fx is the measurement contribution function that treats pj
as the only changing variable (all the other vertices are considered
as fixed), and vk is a continuous velocity field. Constructing vk is
the main focus of this paper.

We outline an estimator for Iq, in Algorithm 1. Given a sampled
full light path p = (p,, ..., py), the warped-area reparameteriza-
tion is computed at every vertex py for 0 < K < N — 1 (Line 5),
meaning that we need to construct various continuous velocity
fields vg for each py. The measurement contribution function fx
and its gradient V fx can be directly computed via automatic dif-
ferentiation (AD). On the other hand, constructing a valid velocity
field vx and computing its divergence V - vg (Line 7) is the main
challenge of warped-area reparameterization, which we detail next.
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3.2 Problem: Construction of Velocity Fields

We focus on reparameterization over a single path segment py pr |
and illustrate this in Fig. 2. Assuming py.,, to be the shading point,
we aim to construct a velocity field v ! around the other endpoint
Py for warped-area reparameterization. Specifically, let 8 denote
object surfaces (e.g., the surface where p; resides). The velocity
field

v: B =Ty, (B) (4)
should be defined over the visible surface regions with respect to
the shading point (the gray region in Fig. 2), i.e.,

B = {x € B|V(xopyg,) =1} C B, (5)

and the velocity vectors live on T, (8B), representing the tangent
plane at pg.

The boundary 08" of this domain 8™ consists of two types of
boundary curves:

e Visibility boundaries AB caused by occlusion (the blue triangle in
Fig. 2; they are the perspective projections of the occluder’s edges).
The visibility boundaries may depend on the evolving scene pa-
rameter 0, so their velocities v% = dyx for all x € AB are uniquely
determined by the material-form reparameterization [Zhang et al.
2020; Xu et al. 2023]. 2

e Topological boundaries of object surfaces (e.g., edges of a plane
shown as the black rectangle in Fig. 2). Because of the material-
form reparameterization, they are considered to be static and thus
have zero velocity, i.e., v? =0.

Our goal is to construct v such that

veC’® onBY, ©
6

v=0v° onaB™.
While the boundary velocities are uniquely defined, there exist infin-
itely many valid interior velocity fields v that satisfy the continuity *
and boundary consistency requirements in Eq. (6). All valid velocity
fields lead to the same result for the boundary integral in Eq. (3), but
they may have different implications regarding sampling efficiency
and robustness, leaving a large design space for constructing v.

Existing solution. In the following, we present one approach to
constructing a valid velocity field », which was used in prior work [Ban-
garu et al. 2020; Xu et al. 2023]. It takes two steps. First, a discon-
tinuous velocity field 0% is defined on the entire surface 8 such
that 0% (p) = v?(p) for all p on the visibility boundaries AB. Then,
for any interior point p € 8%, a few auxiliary points g are sam-
pled around it and a continuous velocity field v is computed by
smoothing v using a spatially varying weighting function w:

_ Jsw(gp)o™ (@) dA(g)

v(p) Y
Js w(g: p) dA(q)
where the weighting function is defined as
1
w(g;p) = ®

D(q; p) + B(q)

'We drop the subscript K of the velocity field for notational simplicity.

2For the exact formula of ?, please refer to Section 3.1.2 of Xu et al’s [2023] paper.
3In fact, v also needs to be differentiable almost everywhere except on a set of measure
zero. For example, ¥ cannot be the Weierstrass function.
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(a) Problem (b) Prior work [Bangaru et al. 2020] (c) Our fixed-step WoS

Fig. 3. A 1D toy example. (a) We want to use warped-area reparameterization to compute the derivative of the integral I defined in Eq. (10) (the area of the
blue region) with respect to the changing discontinuity 6. (b) Plots of the velocity functions and their divergences constructed by the prior method (Eq. (7))
and solving Laplace’s equation. (c) Plots of the velocity functions and their divergences constructed by our M-step WoS method with M =1, 4, and 16.

Here, D(q; p) is the distance function that goes to zero when q ap-
proaches p, and B(q) is the boundary test function that is designed
to approach zero when q approaches the visibility boundary. By
design, when p is on the visibility boundary, the weighting function
w(-; p) should behave like a Dirac delta function so that the velocity
fields are consistent, i.e., v(p) = 035 (p).

Limitations of prior work. The weighted-average-based velocity
interpolation strategy described above has several issues.

e Biased estimator. Prior work [Bangaru et al. 2020; Xu et al. 2023]
used a biased-but-consistent estimator to compute v in Eq. (7).
Specifically, integrals at the numerator and the denominator in
Eq. (7) are estimated individually first and followed by the di-
vision; it is biased since E[1/f] # 1/E[f]. Although debiasing
the estimator using Russian roulette is possible [McLeish 2011;
Bangaru et al. 2020], it is expensive and numerically unstable
because the weighting function w is unbounded (w approaches
the Dirac delta function when points are close to the boundary).

o Robustness. In Eq. (8), the distance function and the boundary
test function are designed empirically, involving a few hyperpa-
rameters that are counterintuitive to tune in practice. Additionally,
the unbounded weighting function w often has large values near
the boundary and leads to numerical instability.

o Sampling efficiency. The resulting velocity field v is zero in most
of the interior domain and changes drastically near the visibility
boundary. Therefore, its divergence V - v has very narrow support
of non-zero values, concentrating near discontinuous boundaries,
which makes it difficult to sample.

3.3 Toy Example in 1D

To develop intuition for differentiating integrals with discontinuities,
we first show a 1D toy example in Fig. 3. Let y be a step function
whose jumping discontinuity is controlled by 6:

1, ifx <9,
y(x0) = {0, if x > 0. ©)
We want to compute the derivative of an integral
1(0) = / y(x;0) dx (10)
0

with respect to 0 at 6y = 1. Note that this derivative can be computed
analytically as 91 |g=g, = 1.

Alternatively, one can use warped-area reparameterization to
compute this derivative as

a0l or = /0 (V- 0) (x) d, (11)

where v should be continuous within the interval [0, 1] and equal
to the boundary velocities as v(0) = 0 (the left end is static) and
v(1) = 1 (the right end is changing). As shown in Fig. 3 (b), the
velocity v constructed using Eq. (7) is mostly zero and changes
dramatically near the discontinuity. As a result, its divergence V - v
(it is actually dyv in 1D) has a narrow support of non-zero values.

A better way to construct v, which we will discuss in §4.1, is
solving a Laplace’s equation with Dirichlet boundary conditions
v(0) = 0 and v(1) = 1, leading to a harmonic velocity function
v(x) = x (see the blue curve in Fig. 3 (b)). Since its divergence is
constant, a Monte Carlo estimator for computing dpI in Eq. (11) will
have zero variance in this 1D example.

In general, a harmonic velocity field does not have analytic solu-
tions, so we have to compute it numerically. The WoS method [Muller
1956; Sawhney and Crane 2020] is a powerful tool to construct such
harmonic velocity fields, but it introduces noise due to random walks.
We propose a fixed-step WoS method (§5) to improve the efficiency
of velocity construction. Fig. 3 (c) shows the velocity functions con-
structed using different numbers of steps and their corresponding
divergences. They are all valid constructions for warped-area repa-
rameterization, leading to the same result of 951 = 1.

4  Overview

We aim to construct a valid velocity field v over the interior domain
given the boundary velocities v?. Because the requirements of v
formulated in Eq. (6) look like a boundary value problem, one could
construct v as the solution to a Laplace’s equation with Dirichlet
boundary conditions. Our first attempt to tackle the velocity con-
struction problem is using the walk-on-spheres (WoS) algorithm
to solve this Laplace’s equation (§4.1). We show that it already ad-
dresses the issues of existing methods (discussed earlier in §3.2) to
some extent: the WoS estimators are unbiased and robust, and the

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.
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Z1

X0

(a) Random-step WoS

(b) Fixed-step WoS with M = 1.

Fig. 4. (a) The original random-step WoS algorithm starts at x( and stops
at x4, which is inside the &-shell near the boundary. (b) Our fixed-step walk
stops after one step at x; and grabs the value from its closest point z; on
the boundary.

resulting harmonic velocity field is very smooth and easy to sample
(see Fig. 3 (b)).

There are several ways to solve Laplace’s equations such as finite
element methods (FEM). We instead choose to use WoS because
it can be evaluated “on demand” at any point without discretizing
and computing solutions over the entire domain. For the first time,
we show that the warped-area reparameterization for differential
visibility can be computed using WoS, connecting the realms of
differentiable rendering and Monte Carlo PDE solvers.

Moreover, to push this idea further, we discuss two challenges
that emerge from the WoS-based velocity construction and propose
our solutions to address them (§4.2). First, we introduce a fixed-step
WoS algorithm that terminates after M steps, and grabs values from
the closest points on the boundaries, making the velocity estimation
more efficient and robust (§5). Second, to make our method scalable
to complex 3D scenes with a large number of triangles, we present
a novel walk-on-spherical-caps algorithm equipped with an efficient
closest silhouette ray query, which extends the original WoS method
from flat surfaces (2D Euclidean space) to spherical surfaces (§6).

4.1 First Attempt: Constructing v Using Walk-on-Spheres

According to our problem specification in §3.1, given boundary
velocities v, our goal is to construct a continuous velocity field
v over the interior domain 8%* which is a subset of 2D surfaces
(e.g., the triangle where p resides) defined in Eq. (5). This is a typical
boundary value problem that can be modeled as a Laplace’s equation
with Dirichlet boundary conditions:

Ao(p) =0

v(p) =v°(p)
The velocity construction problem boils down to solving this equa-
tion on 2D surfaces. The resulting velocity field v, which is the
solution to this PDE, satisfies the continuity (v is harmonic) and
boundary consistency (constrained by the Dirichlet boundary con-
ditions) requirements defined in Eq. (6). We use WoS to estimate the
harmonic velocity field v, which we briefly recap below:

on BY2,

12
on dB™? . (12)

Walk-on-Spheres. The WoS algorithm estimates the solution v(p)
at any interior point p € 8% by sampling random walks jumping
on n-dimensional spheres; in our case, it is technically 2D “walk-on-
circles” because the Laplace’s equation is defined on 2D surfaces.
The WoS algorithm is based on the mean value property of harmonic
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functions:

1 1
P = T i, @ = GG Ly P
(13)
where B(p,r) is a 2D inner disk that is centered at p with radius
r and entirely inside the interior domain 8%%, and its boundary
9dB(p, ) is a circle.
We illustrate a 2D WoS random walk in Fig. 4 (a). The walk starts
at xo = p. At each step k, it randomly jumps to a next point xj4;
uniformly sampled on an inner circle. To achieve faster convergence,
we often use the maximum inner circle 0By, that is centered at xj
with radius
D(xx) = llxk — cp(xi)l, (14)
where cp(xy) indicates the closest point on the boundaries with
respect to xj:
cp(xx) = argmin ||xx — 2| (15)
z€aBW2

Note that D(+) is actually a (unsigned) distance field to the bound-
aries. The random walk continues until it reaches a point near the
boundaries, i.e., the distance function D(xy) is smaller than a stop-
ping threshold ¢. In summary, a WoS estimator can be formulated

recursively as

9 .
o)) = {v (cp(xi)), i D(xi) < &, 1)
(0(xk41))s Xgr1 ~ U(0Bx,),

where U(-) denotes the uniform distribution. This WoS estimator
has negligible bias that comes from the ¢-shell near the boundaries,
and it terminates in O(log 1/¢) steps [Binder and Braverman 2012]

We also want to compute the gradient of v [Sawhney and Crane
2020], which can be estimated recursively with Eq. (16) :

|9Bx|
(u(x1)) ,

Bl <’ D(xo)
Eq. (16)

X1 — Xo

(Vo(xo)) = x1~UBx,).  (17)

4.2 Challenges and Our Solution

Inefficiency due to long walks. Random walks in the original WoS
algorithm terminate when they reach the e-shell near the boundaries,
which takes a random number of steps (so we refer to it as random-
step WoS). This randomness may lead to inefficiency because it
might take many steps for a random walk to terminate when the
shapes of the boundaries are complex.

To improve the efficiency of the WoS algorithm, we introduce a
fixed-step variant that terminates random walks after a fixed num-
ber of M steps and grabs the value from the closest point on the
boundaries (see Fig. 4 (b)). Since a random walk is guaranteed to
terminate after M steps, we can avoid having potentially long walks,
especially when the stopping threshold ¢ is small (to keep the bias
low) or the shapes of boundaries are complex. It also creates a more
balanced workload distribution for parallel computing; otherwise,
multiple random walks in the random-step WoS may stop in a dif-
ferent number of steps. Lastly, the hyperparameter of fixed-step
WoS is the maximum number of steps M rather than the stopping
threshold ¢. It removes the bias caused by ¢ and enables the flexibil-
ity of balancing the computational cost and the smoothness of the
velocity field.
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We discuss the details of our fixed-step WoS algorithm in §5. A
critical question is whether the velocity field constructed by the
fixed-step WoS is still valid for warped-area reparameterization.
In §5.1, we demonstrate that the constructed velocity field still
satisfies the continuity and boundary consistency requirements in
Eq. (6), even though it is not harmonic anymore. Once we validate
the velocity construction, we show how to estimate its directional
derivatives and compute the reparameterization using our fixed-step
WoS estimators in §5.2.

Scalability with geometric complexity. In the WoS process, com-
puting the closest point function cp(-) defined in Eq. (15) can be
computationally expensive. It requires explicitly computing the vis-
ibility boundaries with respect to arbitrary shading points, which
effectively treats every shading point as a “camera” and “rasterizes”
all the triangles in the scene (as potential occluders). Each “rasteri-
zation” takes linear time proportional to the number of triangles,
and it is impractical to precompute the visibility boundaries at all
shading points.

In §6, we show how to make our method scalable to complex 3D
scenes with a large number of triangles. We observe that, although
cp(+) is expensive to compute in general, its geodesic variant cpgz (+)
defined spherical surfaces as Eq. (30) can be efficiently computed
by traversing a spatial hierarchy (§6.1). With this efficient geodesic
closest point query, we introduce the walk on spherical caps (WoSC)
algorithm, which generalizes the original WoS method from flat
surface (2D Euclidean space) to the spherical domain S?. We develop
fixed-step WoSC estimators to construct a valid velocity field on the
spherical surface and estimate its directional derivatives, which are
used in our final warped-area reparameterization algorithm (§6.2).

5 Reparameterization Using Fixed-Step Walk-on-Spheres

To alleviate the inefficiency caused by potential long random walks
in the original WoS algorithm, we propose a new fixed-step walk-on-
spheres method that is guaranteed to terminate after a fixed number
of M steps. We first prove that the constructed velocity field o™
satisfies the continuity and boundary consistency requirements
described in Eq. (6) (§5.1). Then, we derive its directional derivatives
9qv™) with respect to any vector d on a tangent plane, and we
present the warped-area reparameterization algorithm using our
fixed-step WoS estimators for o) and ag0™) (§5.2).

5.1 Walk-on-Spheres: From Random Steps to Fixed Steps

Our fixed-step WoS algorithm terminates in M steps rather than
a random number of steps (stop until reaching the e-shell) as in
the original WoS algorithm. Besides the aforementioned benefits in
efficiency and robustness, using the fixed-step WoS for warped-area
reparameterization actually makes more sense because the reparam-
eterization only requires a continuous velocity field; a harmonic
one with C*-continuity is not needed for this purpose.

We illustrate our fixed-step WoS algorithm in Fig. 4 (b) and present
the pseudocode in Algorithm 2. It is very similar to the original WoS
except that 1) random walks will terminate after M steps (Line 5)
and 2) the next point is sampled inside the disk rather than on the

ALGORITHM 2: Estimating the velocity o)

1 EstV(pg, Prs1s M)
2 begin

3 Compute the visibility boundaries A B with respect to pg-,;
/* Find the closest point to boundaries */
s |z e oplpg)s
/* Terminate if reaching the maximum step */
5 if M =0 then
6 | o< 092);
7 end
8 else
9 D llpk - zlI;
10 y, pdf « SamplelnsideDisk(pg, D);
11 area « nD?;
12 v — EstV(y, px,1, M — 1)/ (pdf - area);
13 end
14 return vu;
15 end

circle (Line 10; since we use the volumetric version * of the mean
value theorem). In the following, we will verify that our M-step WoS
algorithm (for M > 0) constructs a valid velocity field that satisfies
the continuity and boundary consistency requirements.

Base cases. We start with M = 0, just grabbing values from the
closest point on the boundaries without any walk. Assuming that
v is continuous on the boundaries, this results in a piecewise con-

tinuous function
0 (p) =v(cp(p)) - (18)
Clearly, this function ') satisfies boundary consistency because
cp(p) = p for any p € B2, However, it does not meet the conti-
nuity requirement because it has discontinuities when p is on the
medial axis of the boundaries, i.e., p has more than one closest point.
When M = 1, we use the volumetric version of the mean value
property and construct o(!) by taking average of »(®) over the max-

imum inner disk:

M (p) = L ©)
=g [ Wy (19

where B, is the maximum inner disk that is centered at p and has
radius D(p), and |B,| = 7(D (p))? denotes its area. Note that o(!)
also satisfies the boundary consistency. We prove its continuity, i.e.
o € C°, in Appendix A.

Generalization. For any M > 1, the fixed-step WoS process runs
recursively and we have

My = L[ -y
o= [ o (20)

Starting from v(!) € C°, each step of integration raises the smooth-
ness of the function by one degree. So v™) € CM~1 ¢ C° for any
M > 1is a valid velocity field for warped-area reparameterization.

4Sampling on the circle’s boundary as was originally done in the work of Sawhney and
Crane [2020] will break the continuity of the constructed velocity ». This is easy to
verify using the same 1D example in §3.3.
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ALGORITHM 3: Computing the velocity  and its divergence V - v.

1 ComputeV(pg, Pxi1)

2 begin
/* Estimate the velocity o */
3 v — EstV(pr, Pry1s M) 5 // Algorithm 2
/* Estimate the divergence V-o */
4 V.o«0;
5 Specify a pair of orthogonal unit vectors s and ¢ on the tangent
plane at pg;
6 ford € {s,t} do
7 dgv — EstDerV(py, pri, d M) ; // Algorithm 4
8 V.oV .o+ (dqv-d);
9 end
10 return o,V - v;
11 end

As M goes to infinity, our M-step WoSC behaves like the random-
step variant, resulting in a harmonic function with C*-continuity.

5.2 Reparameterization with o) and 940

In addition to o), warped-area reparameterization also requires
computing the divergence of the constructed velocity field o™,
which is outlined in Algorithm 3. Since the field o) lives on the
tangent plane at py (see Eq. (4)), we can find a pair of orthogonal
unit vectors (s, t) on this tangent plane (Line 5) and formulate the
divergence as

oM g
). o = (3s0™M - 5) + (90™ 1), (21)
M) .

As a result, computing V - v™) boils down to computing the direc-
tional derivative 950™) with respect to any unit vector d on the
tangent plane at pj (Lines 6-9).

Estimating 9go™) . Since v™) is not harmonic, the gradient es-
timator for the original WoS described in Eq. (17) does not work
anymore. In the following, we derive the directional derivative
9go™) and develop an unbiased fixed-step WoS estimator for it
(presented in Algorithm 4).

We first take the derivative on both sides of Eq. (20) and apply
the product rule, yielding

2q0™ (p) = a4 (L)

(M-1)
v d
IB,] / (y)dy

Bp
—_—
IM=1) (p)
(22)
1 _
+ —— 94 / oM 1)(y)dy .
|Bp| Bp
9gIM=1) (p)

The first term on the RHS of Eq. (22) is easier to handle. The de-
rivative of the normalization factor 94(1/|Bp|) can be computed
as

1 1 2
dd (@) =9d4 (m) = —madD(P% (23)
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ALGORITHM 4: Estimating the directional derivative 9go™

1 EstDerV(py, Pxi1> d: M)
2 begin

3 D« llpx — cp(pr)ll;
4 dInvA « ﬂ’—I;BdD; // Eq. (23)
5 v — EstV(pg. Prs1- M) 5 // Algorithm 2
6 I« |Bp|o;
7 invA « 1/(nD?);
8 dI « EstDerI(pg,pri1> d: M) ; // Line 11
9 return dInvA - I + invA - dI ; // Eq. (22)
10 end
11 EstDerl (pg, Prsir> 4 M)
12 begin
13 x — cp(pr);
14 D « |lpx — xll;
15 z,pdf « SampleOnCircle(pg, D);
16 v — EstV(z, prs M — 1);
v | n? e (2= p)/llz - pill:

/* Compute boundary motion vector */
18 gp — (px —x)/D; // Eq. (25)
19 Vo e—d+(d-gp)n?; // Eq. (26)
20 return o(V? - n?) /pdf;
21 end

where 94D (p) is the directional derivative of the distance field
D and can be computed via automatic differentiation (Lines 3-4).
The integral M-V equals |Bp| o™) by the definition in Eq. (20)
(Lines 5-6).

The second term involves the integral’s directional derivative
94I'™=1 _ Since the integration domain B, changes along with the
direction d, we can use the Reynolds transport theorem to rewrite
this derivative as a boundary integral:

ol (p) = [ oM@V @)z o
Bp
In this equation, the integration domain becomes a circle 9B, (bound-
ary of the 2D disk Bp). To estimate this integral, we first sample
a point z on the circle (Line 15), compute o™~1) at z recursively
(Line 16), and compute the dot product of the (outward) boundary
normal n(z) = (z — p)/||z — p|| (Line 17) and the boundary motion
vector VZ(Z) (Lines 18-19).

As illustrated in Fig. 5, the boundary motion vector V“;(z) cap-
tures the motion of the integration domain, which is a circle in this
case, as we perturb its center p along the direction d. Assuming the
circle’s center p moves along d by a unit magnitude, the motion
at a point z on the circle is the composition of the following two
components:

(1) translation in the direction d by the same magnitude as the
circle’s center (Fig. 5 (a)), and

(2) translation in the direction n°(z) due to the change of the circle’s
radius (Fig. 5(b)), which is the distance field function D(p)
defined in Eq. (14).

The first component is trivial to compute. For the second compo-

nent, the motion direction aligns with n°(z), and the translation
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(a) Step 1: Translation along d (b) Step 2: Scaling the circle

Fig. 5. The computation of the boundary motion vector Vz consists of two
steps. Suppose the circle’s center p translates along the direction d by a
small magnitude. (a) We first translate the entire circle along with its center
by the same direction and magnitude. (b) We then scale the circle so that it

is still tangential to the boundary.

magnitude (d - gp) is the change rate of the distance field D with
respect to d, where

_ _p—cp(p) (25)

P lp - ep(p)l

denotes the gradient vector of the distance field at p. To sum up,
the boundary motion vector is computed as

Vi(z) =d+(d-gp)n’(z). (26)

Putting these equations together, the final result of the directional
derivative is

240 (p) = ~=2aD(p) - o™ (p)

1 (M-1) P 27)

+— v (2) (d- (gp +n°(2))) dz.

7D* Jog,
In the top row of Fig. 8, we verify the correctness of our fixed-step

WoS derivative estimator by comparing its results with references

generated by finite differences.

6 Practical Differential Visibility in 3D Using
Walk-on-Spherical-Caps And Closest Silhouettes

We have constructed a valid velocity field o) using fixed-step
WoS. Unfortunately, this method is not immediately practical for
computing differential visibility, because the closest point queries
cp(+) in the WoS process is expensive to compute.

In this section, we present a practical algorithm to address this
challenge. We first introduce an algorithm to find the closest sil-
houettes given a path segment, which takes sub-linear time and
effectively finds the closest points under the geodesic (angular) met-
ric on a unit sphere (§6.1). With this efficient closest silhouette
query, we can construct a valid velocity field u™) on the spherical
surface S? using fixed-step walk-on-spherical-caps estimators (§6.2);
in this case, random walks live on the spherical surface and jump
between spherical caps, which are the intersections between cones
and the unit sphere, instead of 2D circles (see Fig. 6). Lastly, our final
warped-area reparameterization algorithm uses fixed-step WoSC
estimators to compute u™) and its directional derivatives dgu™)
on the spherical surface.

Fig. 6. lllustration of fixed-step walk-on-spherical-caps (WoSC) with M = 1.
A random walk starts at bg, jumps to 1, inside a spherical cap (the blue
region), which is the intersection between a cone and the unit sphere, and
ends by grabbing the boundary value at z;.

Fig. 7. We define a spherical projection from the tangent plane at py to
the unit sphere centered at the shading point pg,, (here only shows a
hemisphere). Our new geodesic closest point function cpg2 find the closest
silhouette point x on the triangle occluder, which effectively minimizes the
geodesic distance between its spherical projection and the boundary arcs
on the spherical surface.

6.1 Finding Closest Silhouette Points

Our fixed-step WoS estimators will become practical as long as
we can efficiently find the closest points on the boundaries. In the
following, we present an efficient algorithm to find the closest sil-
houette points on edges, which effectively finds the closest points
minimizing the geodesic (angular) distance on a unit sphere. Having
the ability of finding closest points on the spherical surface, we
propose a practical algorithm called walk-on-spherical-caps in the
next subsection, which is a variant of WoS running on the spherical
surface rather than flat surfaces.

Spherical projection. As illustrated in Fig. 7, given a path segment
Px Px+1> We project the endpoint py and the boundary curves in
IB™* (e.g., the visibility boundaries with red color in Fig. 7) to a
unit sphere centered at the shading point o := p,. After this
spherical projection, a point p on the surface becomes a point g =
(p—o0)/||p—ol| on the unit sphere, and the boundary curves become

wa

a set of spherical arcs 987" (0) on S? (the blue spherical triangle
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and the gray spherical rectangle in Fig. 7). The boundary velocities
on the projected spherical arcs are inherited from v defined on
surfaces:

u?((p-o0)/|lp-ol) =v°(p), forall p € 98", (28)

In this case, finding the closest point between ¢ and the projected
spherical arcs 62’%”23(0) is actually minimizing the geodesic (angular)
distance on the unit sphere, instead of the Euclidean distance on a
flat surface. Specifically, the closest point function on the spherical
surface is defined as

cps2(q;0) = argmax (q-q'). (29)

q'eaBg’;(a)

Note that minimizing the geodesic distance is equivalent to maxi-
mizing the dot product between two unit vectors on the sphere.
Because all the spherical arcs are projected from the edges of
object surfaces in the scene (e.g., the blue triangle occluder in Fig. 7),
the geodesic closest point function can be rewritten as
x—-o

cpgz(q; 0) = argmax (q - ), (30)
x€E ”

x—o
where E is the set of surface edges that are visible to o.

Closest silhouette point queries. The geodesic closest point func-
tion defined in Eq. (30) has a geometric interpretation. Given a
cone that originates at o and has a central direction g, the function
cpsz (g; 0) finds its minimum half-angle such that the cone inter-
sects (in fact it is tangential to) scene objects. Inspired by this, we
propose an efficient algorithm accelerated by a spatial hierarchy to
compute cpg2(g; 0), which is described in Algorithm 5.

We initialize a cone with the specified origin, direction, and half-
angle as input, and start traversing the hierarchy from the root node.
At each node, we check whether the cone intersects the bound-
ing box of its child nodes (Line 13) and continue the traversal if
so (Line 14). Upon reaching a leaf node, we compute the geodesic
closest point function from all the triangle edges in the leaf node
based on Eq. (30) (Line 5), and then update the result accordingly
(Lines 6—8). Thanks to the accelerating spatial hierarchy, this al-
gorithm takes sub-linear time in terms of the number of triangles,
making it practical for complex 3D scenes.

Accelerating spatial hierarchy. In theory, our method does not
require any additional accelerating spatial hierarchy since we can
reuse the existing BVH for ray tracing. In practice, because this
BVH cannot be accessed beyond hardware accelerated (RTX) ray
intersection, we cannot easily repurpose it for our closest silhou-
ette cone queries. Instead, we use a binary BVH constructed by the
fcpw library [Sawhney 2021], which is a software implementation
in Slang, still running on the GPU, but without any hardware accel-
eration. Our BVH uses a CPU-parallel construction that is relatively
unoptimized compared to the most recent GPU-based BVH construc-
tion algorithms. For example, BVH construction for the scene in
Fig. 1 takes about 100 milliseconds, and computing one million cone
queries via BVH traversal on the GPU takes about 20 milliseconds.
Developing an optimized BVH construction and traversal algorithm
for our cone queries is an interesting topic for future work.

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.

ALGORITHM 5: Computing the geodesic closest point on SZ.

1 CPOnSphere(gq, o, node, minHalfAngle)

2 begin
3 cp—0; // Initialization
4 if node is a leaf node then
5 Compute the geodesic closest point x and its corresponding
half-angle a from all edges inside the node ; // Eq. (30)
/* Update cp with a smaller half-angle */
6 if a < minHalfAngle then
7 cp < x; minHalfAngle « a;
8 end
9 end
10 else
1 for child € {node.left, node.right} do
12 bbox ¢« bounding box of child;
13 if bbox intersects the cone with minHalfAngle then
/% Traverse the subtree */
14 x, a « CPOnSphere(q, o, child, minHalfAngle);
/% Update cp with a smaller half-angle =x/
15 if a < minHalfAngle then
16 ‘ cp < x; minHalfAngle « a;
17 end
18 end
19 end
20 end
21 return cp, minHalfAngle;
22 end

To speed up the BVH traversal, we use the following heuristics.
First, we set the initial half-angle of the cone to be the angle sub-
tended by the hit triangle that pj lies on. Tuning the size of the
initial half-angle offers a trade-off between the speed of the traversal
and the smoothness of the constructed velocity field, and finding
the optimal value is left as future work. Second, we use a back-face
culling heuristic that terminates the traversal if the bounding box
of the current node is completely behind the tangent plane at py.

6.2 Fixed-Step Walk-on-Spherical-Caps: From Flat to
Spherical Surfaces

Equipped with the efficient closest silhouette queries, we can now
construct a valid velocity field u™ on the spherical surface, en-
abling a practical warped-area reparameterization algorithm for 3D
differential visibility. In a high level, our final warped-area reparam-
eterization algorithm consists of two steps.

(1) We construct u™ on the spherical surface with the fixed-step
walk-on-spherical-caps algorithm. Our fixed-step WoSC estima-
tor is very similar to the WoS variant described in Algorithm 2,
except that we use the geodesic closest point function cpg: rather
than the Euclidean closest point function cp.

(2) A valid velocity field u™) on the spherical surface induces a
valid v on the flat surface (i.e., B that pj lies on). We can get
v and dgv for warped-area reparameterization by computing
u™ and 9qu™) on the spherical surface.

We discuss each of them as follows.
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ALGORITHM 6: Estimating the velocity u™) on §?

1 EstU(q, o, M)
2 begin

/* Find the geodesic closest point on spherical
boundaries using Algorithm 5 */
/* Terminate if reaching the maximum step */
4 if M =0 then
5 u— u’(z);
6 end
7 else
9 area « 2 (1 — cos(minHalfAngle)) ; // Eq. (33)
10 u «— EstU(y,o,M — 1)/(pdf - area);
1 end
12 return u;

13 end

Constructingu™) using fixed-step WoSC. The formulation of u™)
on the spherical surface is very similar to its variant ™) on the flat
surface (Eqgs. (18, 20)), except that we use cpg. rather than cp and
the integration domain is a spherical cap Cq4 rather than a disk Bp,.

Suppose 0 := pg,, is the fixed shading point and the center of
the unit sphere. Starting from M = 0, we have

u(q) = u(cps2(q;0)) . (31)

For M > 0, u™ is defined recursively by averaging u™~1 over
the maximum inner spherical cap Cy4 (the blue region in Fig. 6):

1 _
uM(q) = /C ™MD (y) dy, (32)
q q

where C4 is the maximum inner spherical cap with the central
direction q and the half-angle A(q) (i.e., the geodesic closest distance
between q and the spherical boundaries), and |Cg4| denotes its area:

|Cql = 27m(1 - cosA(q)) . (33)

Because ™) and u™) have almost identical formulations, u™)
inherits the properties of o) it satisfies the continuity and bound-
ary consistency requirements on the spherical surface. We illustrate
the fixed-step WoSC algorithm in Fig. 6 and outline it in Algorithm 6.
The major differences compared with its WoS variant in Algorithm 2
are highlighted in orange color (Lines 3 and 8).

Computing directional derivatives dgu™). We present the final
result of the directional derivative agu‘) (¢) with respect to a di-
rection d on the tangent plane at gq:

sin A
aqu™ (q) = - - 24A(q) - u™ (q)

—cosA

(39)
a™M-1 () (Vj(z) -ﬁa(z)) dz,

+ —
|Cq| aCq

where A(-) is the geodesic (angular) distance field on the unit sphere
and 7% (z) is the projected (outward) normal vector of the spherical
cap boundary onto the tangent plane at z. The projected boundary

. -0 S
motion vector V ;(z) onto the tangent plane at z is written as

VZ(Z) =Vy(z) - (Vi(2) - 2z) z, and
(35)

d
VZ(Z) = (HZXLdH Xz) + (d “94) 7%(z),

where X represents cross product and g, is the gradient of the
geodesic distance field A(+) on the unit sphere.

Similar to the derivation in §4, the boundary motion vector is
decomposed into two components. The first component is slightly
different; the translation on flat surfaces becomes a rotation on the
spherical surface, and the cross product term denotes the angular
velocity of this rotation. The second component is similar, capturing
the change of a spherical cap’s size.

In the bottom row of Fig. 8, we validate the spherical version of
our directional derivative estimator in Eq. (34).

Reparameterization with u™ and 95u™) . We now present our
final warped-area reparameterization algorithm using fixed-step
WoSC estimators. It is outlined in Algorithm 7, and we highlight
the major differences compared with its WoS variant (Algorithm 3)
in orange color (Lines 4, 8, and 9).

Our constructed field u™ on the spherical surface induces a
valid velocity field v on the flat surface:

o(p) =u™(g), (36)
where ¢ = (p — px.1)/|lp — Px1|l is the spherical projection of
P- So the velocity v can be estimated using our fixed-step WoSC
estimator (Line 4).

Furthermore, the directional derivative dgv(p) with respect to a
direction d on the surface equals the directional derivative o au(M )(q)
with respect to the projection of d on the tangent plane at g:

. d ( )
d= - q|q. (37)
lp = praill llp = Pl
We show the proof of
dav(p) = a;u™ (q) (38)

in Appendix B. As a result, we can estimate the divergence V - v
using our fixed-step WoSC estimator (Lines 8 and 9). This concludes
our final warped-area reparameterization algorithm.

In Fig. 9, we validate our final warped-area reparameterization
algorithm by comparing the differentiable rendering results with
reference images computed by finite differences.

7 Results

We implement our method on the GPU using the Falcor rendering
system [Kallweit et al. 2022] and the Slang shading language [Ban-
garu et al. 2023]. All the experiments are run on a single NVIDIA
RTX 4090 GPU.

7.1 Validation

Directional derivative estimators. We first validate our directional
derivative estimators in Eqs. (27) and (34) as a unit test. In the top
row of Fig. 8, we define a 2D boundary value problem on a flat plane
and provide the boundary shape (the blue polygon) and boundary
values as input. We then use 1-step WoS to compute ! and its
directional derivative 90! with respect to a pre-determined vector
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ALGORITHM 7: Computing the velocity  and its divergence V - v.

1 ComputeV(pg, Pry1)

2 begin
3 q < (Px — Prs)/IPk = Praalls
/% Estimate the velocity o */
4 v — EstU(q, pgi1- M) 5 // Algorithm 6
/* Estimate the divergence V -o */
5 V.00
6 Specify a pair of orthogonal unit vectors s and t on the surface

where pg resides;
7 ford € {s,t} do

8 d Project(pi, P> d) : // Line 14
9 9,40 < EstDerU(q, P4y, d,M); // Eq. (34)
10 Vo V-o+(9;0-d);

11 end

12 return o,V - v;

13 end

14 Project(p, o, d)

15 begin

16 | t—|p-ol

17 q— (p-0)/t;

1 | ded/t-((d/t) q)q; // Eq. (37)
19 return &;

20 end

(b) 940

(a) o™ (c) FD ref.

Fig. 8. Validation of our directional derivative estimators on flat surfaces
(top row) and spherical surfaces (bottom row; visualized by projecting the
hemisphere onto a disk). (a) Given values at the boundaries (shown in blue
segments) as input, we compute the interior values using our fixed-step
estimators with M = 1. The estimated derivatives with respect to a direction
d in (b) using Egs. (27) and (34) match the references in (c) computed by
finite differences.

d inside the polygon (shown in Fig. 8 (a) and (b) respectively). We
compare the derivative estimates to the reference values computed
by finite differences (FD) in Fig. 8 (c). In the bottom row, we repeat
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(a) Primal (c) Ours (high spp)

(b) FD ref.

(d) WAS (¢) PSDR-WAS

(f) Ours

Fig. 9. In this example, we compute derivatives with respect to the x-
translation of the center box. We first validate our warped-area reparameter-
ization algorithm by comparing our result in (c) with the reference gradient
image computed by finite differences in (b). In (d)—(f), we show equal-sample
comparisons with the baseline methods, WAS [Bangaru et al. 2020] and
PSDR-WAS [Xu et al. 2023].

a similar validation on a unit hemisphere using 1-step walk-on-
spherical-caps, where the boundary shape is a spherical triangle
now.

Gradient images. With the directional derivatives validated, we
now validate our final warped-area reparameterization algorithm
by comparing the gradient images computed using our method to
the reference images computed using finite differences.

The example in Fig. 9 (a)—(c) computes image derivatives with
respect to the x-translation of the center box. The gradient image
computed by our method (c) closely matches the FD reference (b).

7.2 Evaluation

Ablation: number of WoSC steps. The number of WoSC steps M is
the most important hyperparameter in our method. Although using
more steps lead to smoother velocity fields, it comes with a higher
computational cost, mainly due to a higher required number of cone
queries. The number of cone queries, and thus the running time of
our algorithm, scales linearly in the step count M. In practice, we
do not observe significant benefits from using more than one step.

In Fig. 10, we show an equal-time comparison using M = 1, 2,
and 4, which uses 1000, 480, and 310 primary samples per pixel,
respectively. Each primary sample simulates one auxiliary WoSC
random walk. This example (also shown in Fig. 1) computes deriva-
tives of the shadows cast by the Voronoi-bunny model [Mehta et al.
2022] with 168k triangles under an area light source, with respect
to the y-translation of the bunny. Using different numbers of steps,
the mean L1 errors of the gradient images compared with the FD
reference image are 0.017, 0.028, and 0.041, respectively. When the
cone queries become more efficient in the future, using more steps
may be potentially beneficial.
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(b) FD ref.
Mean L1 error:

(a) Primal

cgM=1

0.017

dM=2
0.028

(eyM =14
0.041

Fig. 10. An equal-time ablation study on the number of WoSC steps M. In practice, we do not observe significant benefits from using more than one step, due

to the linearly increasing computational cost.

(a) Configuration (b) Shadow view

(c) FD ref.

(d) Ours

(e) Projective sampling

Fig. 11. Comparison with projective sampling [Zhang et al. 2023]. The example on the top row computes derivatives of the shadows cast by the Voronoi-bunny
model, and the example on the bottom row computes derivatives of the shadows seen through a mirror. Our results closely match the FD reference images,
showing the robustness of our method under complicated light transport configurations. On the other hand, the results of projective sampling deviate from

the reference images.

Baselines. We compare our method to two state-of-the-art base-
lines in warped-area reparameterization: the warped-area sampling
method by Bangaru et al. [2020] (denoted as WAS) and the path-
space warped-area sampling method by Xu et al. [2023] (denoted
as PSDR-WAS). For WAS, we use its public implementation in the
Falcor renderer [Kallweit et al. 2022]. For PSDR-WAS, we use the
code released by the authors, which uses the Enzyme automatic
differentiation framework [Moses and Churavy 2020] and runs on
the CPU.

Equal-sample gradient image comparison. Since our method and
the baselines run in different environments, it is hard to do equal-
time comparisons, so we perform equal-sample comparisons instead.
To shed light on the practicality of our method, we compare the
performance of our cone queries (Algorithm 5) using the following
experiment. We implement the cone query in the Slang shading
language, port it to the open-source fcpw library [Sawhney 2021],
and compare its performance to the (shadow) ray intersection query
in fcpw. Using a Stanford dragon model with 100k triangles, it takes
roughly 30ms for our method to answer 1M cone queries, which is
about 10x slower than performing 1M ray intersection queries.

We compare the gradient image renderings to baseline methods
(WAS [Bangaru et al. 2020] and PSDR-WAS [Xu et al. 2023]). Both
baselines use 8 auxiliary samples to compute the velocities in Eq. 7

for warped-area parameterization, and all methods use the same
number of primary samples per pixel.

As shown in Fig. 1, our method outperforms the baselines in the
equal-sample comparison because of the robust velocity construc-
tion strategy. From Fig. 1 (b)-(d), the mean L1 errors compared to the
FD reference image are 0.032, 0.053, and 0.069, respectively. Using
a high sample count (Fig. 1 (a)), our result converges closely to the
reference.

In Fig. 9 (d)—(f), we show another equal-sample comparison. Our
result has lower noise level compared to both baselines.

Comparison with explicit boundary sampling. InFig. 11, we demon-
strate two examples of our method compared with the state-of-the-
art explicit boundary sampling technique, projective sampling [Zhang
et al. 2023]. We use the authors’ public implementation in Mitsuba
3 [Jakob et al. 2022b], and both methods use a high sample count to
produce converged gradient images.

In the first example (top row of Fig. 11) of the Voronoi-bunny
scene, the gradient image computed by our method closely matches
the FD reference image, while the projective sampling result deviates
from the reference and has obvious artifacts on the top-right region.
The reason might be that the projection is not always well-behaved
when building the guiding structure for the Voronoi-bunny model
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with many thin geometric structures, which is referred to as the
difficult “blade-of-grass” case in their paper.

The second example (bottom row of Fig. 11) computes deriva-
tives of the shadows cast by the Voronoi-sphere model [Mehta et al.
2022] with 72k triangles seen through a mirror, with respect to
the x-translation of the Voronoi-sphere. Our result matches the FD
reference image closely, showing the robustness of our method un-
der complicated light transport configurations. On the other hand,
projective sampling fails to capture the mirrored shadows since its
guiding structure cannot be built due to the direct specular con-
nection to the pinhole camera, which might be addressed by the
specular manifold sampling techniques [Zeltner et al. 2020].

Inverse rendering comparison. In Fig. 12, we demonstrate an in-
verse rendering example optimizing the occluder’s shape (i.e., mesh
vertex positions) by only looking at its shadows. This example in-
volves 50 unknown variables. Starting from a disk, we can converge
to the target flower shape. On the other hand, the baseline method
fails to converge to the optimal solution due to its inaccurate gradi-
ent estimates.

8 Conclusion

In this work, we introduced a fixed-step walk-on-spherical-caps
algorithm for differentiable rendering, which constructs a velocity
field that respects the constraints needed for unbiased warped-area
reparameterization. Our method makes non-trivial modifications to
the walk on spheres algorithm, namely, adapting it from Euclidean
to spherical domains, providing principled derivative estimation
for our fixed-step implementation, and developing a cone query
that is scalable to complex 3D scenes. Our resulting velocity fields
provide higher quality derivatives compared to prior warped area
reparameterization approaches, both in terms of bias and variance,
enabling more robust differentiable rendering. Future work involves
further optimizing our cone query on the GPU, as well as exploration
of recent manifold-based WoS approaches [Sugimoto et al. 2024] to
our setting.
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A Proof of oV € C°
We apply a change of variable

y(x;p) = p+D(p)x (39)

to map from x in a unit disk Btoy € By, bijectively and in an area-
preserving manner. The Jacobian determinant of this transformation

Jy(p) = [D(p)]? (40)

is the ratio between the areas of B, and B. With that, we can rewrite
Eq. (19) as an integral with a fixed integration domain:

1
0P = o /B 0 (y(x: p)) Jy (p) dx. (41)

To demonstrate the continuity, we need to check whether v" (p,)
equals limpp oD (p). We observe that all the terms (IBpl, y, and
Jy) are continuous except for 09 Since 0¥ is piecewise continu-
ous, o) (yo) equals limy, v(9 (y) almost everywhere, except for
points at the intersection of B, and the medial axis of boundaries
(denoted as med(a8™?)), ie., y, € S := med(aB™*) N B,. Fortu-
nately, S has measure zero and thus does not affect the result of the
integral. Therefore, oW is a continuous function of class C°, and it
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is differentiable almost everywhere except on the medial axis (we
present its directional derivatives in Sec. 5.2).

B Proof of directional derivatives
For a small ¢ > 0, the directional derivative d4v is written as

o(p+ed) —o(p) .
£

2a0(p) = lim (42)

Since q is the projection of p, we know that o(p) = u™ (q). By the
relationship in projective geometry, because d is the projection of d
onto the tangent plane at g, the point q + ed is also the projection
of p + &d onto the tangent plane at q. When ¢ approaches zero, we
have

lirr(l) v(p+ed) = lirr(l) v(q+ e&) = lirr(l) u™ (q + 53) . (43)
Combining Egs. (42) and (43), we have the final result

u™M (g + ed) - u™ (q)
£

2qv(p) =lim =ou™(q).  (44)
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