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Introduction
● Goal: We seek real-time high-quality AR video 

generation from video-diffusion backbones.
● Problem: Even distilling diffusion models to 1-step 

is not fast enough - we need smaller students that 
maintain high-quality.

● Our Solution: Multi-Student Distillation (MSD), 
distills diffusion models into 1-step students, for:
○ Improved quality by specializing in subsets
○ Improved latency by distilling to small students

● Our strategy circumvents the capacity-latency 
tradeoff of existing diffusion distillation.

Our Method - Using Small Students Experimental Results

Our Method - Overview Experimental Results

Links
● Webpage in QR-code: research.nvidia.com/labs/toronto-ai/MSD/ 
● [1] Yin, Tianwei, et al. "One-step diffusion with distribution matching 

distillation. 2024 IEEE." CVPR 2023.
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Future Work
● Recent work [1-3] distills models to as few as 1-step.
● We build on these for generation quality and speed by:
1. During training, MSD partitions the dataset and 

assigns them to different students.
2. During inference, MSD uses only one student.

● MSD boosts FID on class-conditional ImageNet-64x64 and 
text-to-image zero-shot COCO2014 generation, improving on 
single-student counterparts using only 4 students.

● Limitations to improve upon:
○ More sophisticated routing schemes between students for quality
○ Better methods to reduce student size for latency and quality
○ Weight-sharing or hierarchical branching strategies among 

students for training efficiency

● We provide ablations and more results in the paper.

● Existing distillations do not work for smaller students.
● We use a teacher score matching (TSM) stage for this.
● TSM trains small students to emulate teacher scores.

https://research.nvidia.com/labs/toronto-ai/MSD/

