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1 Network Scaling

We have experimented with a smaller versions of the networks
detailed in the paper, targeted at real-time applications with a run-
time of about 13 ms per frame at 1920×1080. In our experience,
image quality scales gracefully with network size. It is hard to claim
an optimal design, and it rather depends on run-time constraints
or a subjective notion of how much quality can be sacrificed for
performance.

In particular, we note that the sampler network can be aggressively
downscaled without noticeable impact on image quality. We believe
this is due to our use of reprojected denoised history as a guide,
which simplifies the sample map estimation problem. In constrast,
DASR has to learn sample map estimation from much noisier data.

Our small sampler is shown in Figure 1 and the small denoiser
in Figure 2. The networks are very similar to the ones described
in the paper. The small denoiser has the same number of level, but
with reduced feature counts for all layers of the U-net. The small
adaptive sampler is a tiny U-net with just two hierarchical levels
using eight features in all layers. Additionally, we switch from
traditional concatenated skip connections [RFB15] to residual skip
connections [HZRS15], to reduce data amplification and feature
counts.
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Figure 1: Small sampler network.

In Figure 3 we show PSNR and tPSNR scores for our small
networks. Even though they are roughly 3× faster than the larger
versions presented in the paper, they still have consistent high quality,
and outperforms all previous work. This shows that our network
approach is tuneable to multiple performance/cost ratios.
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Figure 2: Small denoiser network.

2 SVGF

The SVGF algorithm [SKW∗17] is designed for 1 spp using ras-
terized primary visibility. We generate input for SVGF using a
rasterized geometry buffer with 1 spp and then traced four rays at
the primary intersection. Therefore, we don’t directly get spatial
anti-aliasing. To study the effect of anti-aliasing on the error metrics,
we also generate a version with the input at 1 spp with a single
path at 2× resolution, applied SVGF at the large resolution and
subsequently downscaled the denoised results with a 2×2 box filter.
This improves anti-aliasing and the PSNR scores with roughly one
decibel, but comes at a 4× higher runtime cost. We show PSNR
and tPSNR charts over the SUNTEMPLE animation in Figure 5 and a
visual comparison in Figure 4.

We show PSNR and tPSNR scores our algorithm, DASR and
SVGF for the BATHROOM animation in Figure 6 and for the CLASS-
ROOM animation in Figure 7.

3 Holdout Generalization Experiment

Figure 8 shows some example crops from the holdout generaliza-
tion study described in Section 3.1 of the main paper. The loss is
slightly lower for the specialized networks, but in the SUNTEMPLE
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Figure 3: PSNR and tPSNR scores for the SUNTEMPLE scene for
two versions of our adaptive algorithm, SVGF, RAE and DASR.

and BISTROINDOOR scenes it is not clear if the specialized versions
objectively look better. They tend to capture additional specular
highlights or details, but at the cost of extra ghosting artifacts.

For the PINKROOM scene it is clear that the network not trained on
the scene has a harder time to denoise the specular reflections, and
leaves more noise in the final image. This is also consistent with the
larger quality reduction for this scene. This is our only scene with
smooth specular reflections, which may explain why the training is
particularly sensitive to removing this scene.
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Figure 4: Denoising quality from an average of 4 spp. These scenes
were not part of the training set. We show comparison with SVGF
(spatiotemporal variance guided filtering), and SVGF running at
twice the resolution with one path per pixel, then downsampled (to
get spatial anti-aliasing).

Figure 5: PSNR and tPSNR scores for the SUNTEMPLE scene for
our algorithm, SVGF and DASR.
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Figure 6: PSNR and tPSNR scores for the BATHROOM scene for our
algorithm, SVGF and DASR.

Figure 7: PSNR and tPSNR scores for the CLASSROOM scene for
our algorithm, SVGF and DASR.
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Figure 8: Visual comparison for the holdout study. Specialized denotes a network only trained on the same scene. Holdout is a network trained
on nine scenes, not including the scene showed in this comparison.

© 2020 The Author(s)
Computer Graphics Forum © 2020 The Eurographics Association and John Wiley & Sons Ltd.


