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Post-Render Warp with Late Input Sampling Improves
Aiming Under High Latency Conditions
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MCGUIRE, NVIDIA

Fig. 1. Player view and key result from our experiment. Left: In traditional graphics pipelines, the generated
image reflects the player input before rendering. Center: Late-warp updates the image based on late-latched
player input. Right: Average task completion time shows a significant player performance penalty between
105 ms (No Warp) and 25 ms (Baseline) latency conditions. Error bars indicate the standard error of the mean
of individual median scores (see Section 4). All warp methods tested mitigate this penalty.

End-to-end latency in remote-rendering systems can reduce user task performance. This notably includes
aiming tasks on game streaming services, which are presently below the standards of competitive first-person
desktop gaming. We evaluate the latency-induced penalty on task completion time in a controlled environment
and show that it can be significantly mitigated by adopting and modifying image and simulation-warping
techniques from virtual reality, eliminating up to 80% of the penalty from 80 ms of added latency. This has
potential to enable remote rendering for esports and increase the effectiveness of remote-rendered content
creation and robotic teleoperation. We provide full experimental methodology, analysis, implementation
details, and source code.

CCS Concepts: •Computingmethodologies→ Image-based rendering;Distributed algorithms; • Soft-
ware and its engineering→ Interactive games; • Networks→ Network services.

Additional Key Words and Phrases: latency, streaming, esports

ACM Reference Format:
Joohwan Kim, Pyarelal Knowles, Josef Spjut, Ben Boudaoud, and Morgan McGuire. 2020. Post-Render Warp
with Late Input Sampling Improves Aiming Under High Latency Conditions. Proc. ACM Comput. Graph.
Interact. Tech. 3, 2, Article 12 (August 2020), 18 pages. https://doi.org/10.1145/3406187

1Oracle refers to rendering images with more recent information, e.g. view rotation and translation, while other game state
is still delayed to simulate 80 ms of latency. This isolates the image warp implementation problem.
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1 INTRODUCTION
Remotely-rendered, interactive, high performance graphics systems that stream video over a
network are an important part of the graphics ecosystem. Some already-deployed use cases are
cloud gaming services, cloud-hosted computer-aided-design/digital-content-creation software,
robot teleoperation for remote surgery, autonomous vehicle fail-over, and drone piloting. In the
latter cases, 3D rendering may not even be performed, and the scene will be instead communicated
via “first-person” camera video and LIDAR depth streams.

These applications share the property that task performance is the primary goal, while visual
fidelity is secondary. They also have the property that performance of tasks such as aiming and
steering is degraded by network latency dominating the net motion-to-photon latency for the
interaction loop.
We conducted a human-computer interaction experiment to evaluate latency-compensation

techniques, originally developed for comfort in the virtual reality community, for improving aiming
task performance in remote-rendering applications. We focus specifically on accelerating today’s
commercial game streaming services. We seek to make players using such services competitive with
those rendering locally, for the first-person shooter (FPS) games that drive growth in the esports
industry [29]. This paper bounds the effectiveness of latency compensation for task performance,
evaluates how much of that effectiveness can be achieved using existing techniques, and presents
guidance on how to research and design future systems.

Our focus is the addition of image warping for latency compensation. Image warping complexity
ranges from simple camera view reprojection to temporally updating the animated contents. By
updating a pre-rendered image based on more recent input, such as player movement and camera
direction, perceived latency can be reduced. We describe system modifications to the streaming
server and client to accommodate just-in-time late sampling of user input and post-render image
warping. Our system makes latency adjustments to preexisting rollback code in the game server’s
hit detection model. We instrument a gaming system, including a software latency simulator and
hardware latency measurement device.
Warping a previously-rendered image to a new viewpoint has been an active research topic

for more than two decades (e.g., [3, 27]), and the resulting image quality varies widely with the
algorithm. Instead of evaluating a single image warping algorithm, we experimentally bound the
effect of the entire class of egomotion image warping for first-person aiming. We use three warp
conditions: Rotation-Naive (RN), Rotation-Oracle (RO), and Translation-Rotation-Oracle (TRO).

TRO is the upper bound: a full view reprojection, compensating for more recent view Translation
and Rotation from both mouse and keyboard inputs (Fig. 1 center bottom). E.g., if the player moves
left, the image contents must move right. In practice this would involve a complex image transform
with holes and disocclusions from parallax, discussed in Sec. 2. For this upper bound we instead
use an Oracle1, simulating the result.
Our lower bound is a Rotation warp using a naive approach of leaving pixels black if the

corresponding view is beyond that of the pre-rendered image (RN, Fig.1 center top), without any
guard band, depth map, motion vectors, etc., that can be applied to real world video and existing
systems as well as rendered images. Existing image warping approaches discussed in Sec. 2 fall
between these cases. We also separately evaluate the hybrid Rotation Oracle (RO, Fig.1 center
middle) warp to distinguish the effect of ignoring translation from the use of oracle data. The image
space operation of these warps are visualized in Fig. 2. From the perspective of the final on-screen
image, Fig. 3 describes the state seen from different times depending on the warp condition.

Our main research contributions are the novel experiment and analysis. We analyzed 6,750 user
trials with varying conditions and conclude:
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